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FOREWORD

Amidst the intricate tapestry of our contemporary world, we find ourselves living in a “world of risks” 

and existential threats that are escalating faster than our capacity for response and remedy. As a result 

of our tendency to fixate on addressing the ever-growing number of issues that our societies face, we 

often neglect the importance of envisioning future risks and their potential consequences for human 

survival and growth. 

The significance of future studies and early warning systems transcends the mere scope of risk 

mitigation and preparedness. It encompasses an ethical obligation to the forthcoming generations 

— an obligation to plant the seeds for a future we ourselves may not see, but one we bestow as an 

enduring legacy. This form of responsibility, some may even say “altruism”, manifests clearly in the work 

of those who are dedicated to this field of research. As we recognise the pitfalls of short-sightedness, 

especially in recent years where questions about the future are infinite, we also acknowledge this as an 

opportunity to study and improve our approach to the future.   

In this inaugural issue of Futurescapes, Al Habtoor Research Centre unveils a meticulously crafted “early 

warning” on the looming spectre of misusing artificial intelligence capabilities. Within the pages of this 

publication, we have committed our unwavering focus to confront this critical turning point spurred by 

expanding technological capacities and the potential relinquishment of human control over these very 

capacities. In an era where scientists and scholars are impelled to develop AI systems that transcend 

their conventional roles of aiding and empowering humanity, a growing unease takes root: the 

potential for these systems to transcend their limitations and penetrate the intricate realms of emotion 

and distinctly human tasks. Thus, an alternate trajectory unfurls — one that goes beyond traditional 

automation, aspiring to metamorphose humans into remotely guided automatons.

Within the pages of this issue, we delve into the transformation of robots into entities evocative of 

human traits and the simultaneous mechanisation of human functions. Furthermore, we explore other 

pivotal themes, venturing into uncharted landscapes and unconventional dimensions to imagine 

different potential futures in the new era of AI.

Dr. Azza Hashem

Research Director
Al Habtoor Research Centre
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With the release of ChatGPT by OpenAI in November 

2022, artificial intelligence (AI) has been thrust into the 

forefront of public consciousness. ChatGPT’s ability to 

conduct seemingly human conversations, pass exams, 

and even outperform doctors at certain tasks, has 

garnered both excitement and fear about the potential 

and ramifications of AI. These debates, however, are 

not new. While AI as a field of study was founded in the 

1950s, it did not truly pick up until the last decade, with 

the advent of machine learning, which provided the 

much-needed breakthrough for the industry to receive 

the attention and funding necessary for the creation of 

applications such as ChatGPT. 

Machine learning, very simply, is the process by which 

computers learn and improve from experience. At its 

core, a model is trained using a dataset to recognize 

patterns, make predictions, or perform specific tasks. The 

model learns from the data by identifying patterns and 

trends. This allows the model to generalize and make 

accurate predictions or decisions when presented with 

new, unseen data. The process is eerily similar to how 

WHERE WE STAND
By Ahmed El-Saeid

Generated by DALL-E 2  using the following prompt “a Van Gogh painting of multiple robots in a field of sunflowers”
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we, as humans, also learn. The major difference being the 

speed at which we accumulate, and process information 

compared to AI. For example, when OpenAI’s GPT-2 was 

released in 2019 it was trained on a dataset that consisted 

of 1.5 billion parameters,1 by 2020 OpenAI’s GPT-3 model 

was trained on 17 billion parameters,2 and by 2022 

Google’s Pathways Language Model (PaLM) was trained 

on 540 billion parameters,3 approximately 360 times 

larger than GPT-2 and achieved only 3 years later. 

The capabilities of machine learning models extend far 

beyond generative AI. These models can be adapted 

and utilized across a plethora of industries, and as 

machine learning models continue to grow larger and 

more complex, their ability to produce higher quality 

outputs improves significantly. The expansion of model 

size enables them to learn and capture more intricate 

patterns and nuanced relationships within the data 

they are trained on. This increased capacity allows the 

models to generate outputs that seem more accurate and 

sophisticated.

When ChatGPT made its debut, it ignited a host of 

substantial discussion topics. These included concerns 

about the significant potential for job displacement, 

the ethical implications of the underlying training 

data, and possible biases embedded within the model. 

The discourse surrounding AI in its current form often 

centres around the extent to which these technologies 

can replicate human-like intelligence. As we consider 

these topics, the notion of Artificial General Intelligence 

(AGI) enters the fray. AGI represents the next step in the 

evolution of AI and, if achieved, will lead to the creation 

of machines that possess a wide range of human-like 

abilities, allowing them to understand, learn, and adapt 

across diverse tasks in a way much closer to that of 

human intelligence.

These evolving discussions gain even greater significance 

as these models advance, gradually attaining a higher 

degree of resemblance to human capabilities and 

characteristics. With AGI as a long-term aspiration, 

humanity no longer has the luxury to ponder about 

trivial issues such as data privacy when faced with the 

very essence of human nature and the future of our 

societies as the line between machine and human-

like intelligence becomes progressively blurred. 

Considering AI’s rapid advancement and transformative 

potential, the imperative for regulatory frameworks 

becomes evident on both domestic and international 

fronts. As AI’s influence permeates various facets of 

our lives, coordinated regulations are crucial to ensure 

ethical practices, safeguard privacy, prevent undue 

concentration of power, and give us more control over 

what the future with AI will look like.

GENIE OUT OF THE BOTTLE

This rapid pace poses an ongoing challenge for 

effectively regulating and overseeing AI. Furthermore, 

the emergence of AI is causing a notable shift in power 

dynamics, both domestically and internationally. 

Traditionally, governments and nations have held 

significant influence on a global scale. However, this 

dynamic is gradually fading into history, being supplanted 

by the power of Big Tech and, in the future, by masters of 

AI models.

While it might present unfavorable PR for Big Tech to 

acknowledge its ability to influence billions of people, 

that is the reality of the platforms they have created and 

control. Google can dictate what we see, Amazon can 

guide our purchasing decisions, Facebook shapes how 

we interact with others, and the majority of the world 

accesses these platforms through Apple or Microsoft 

products. 

With the integration of AI into their already substantial 

arsenals, technology companies have achieved even 

greater independence from the conventional power 

equilibrium. As mentioned earlier, the rapid pace of AI 

development and its intricate nature mean that any 

government would perpetually find itself trying to catch 

up with an evolving technology that remains inherently 

complex and elusive.

Moreover, considering the employment statistics of North 

America as a potential global indicator, the advantage of 

Big Tech becomes evident. A significant proportion of 

computer science PhD graduates have opted for careers 

in the industry over the past decade, while government 

roles constitute the smallest share of employment. This 

trend further underscores the advantageous position of 

Big Tech in the realm of AI.4

The increasing autonomy of Big Tech and its expanding 

influence over AI could empower it to extend its expertise 

into previously uncontrolled sectors, including national 

defence. The versatility of AI, while advantageous, also 

poses a significant dual threat. For instance, ChatGPT 

possesses capabilities ranging from writing to coding. 
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Its proficiency is not confined to a specific domain; it’s 

equally applicable to writers, engineers, and others. 

Similar dynamics apply to AI designed for driving 

cars, which can effortlessly extend to operating tanks. 

Moreover, facial recognition cameras employed in malls 

can be repurposed for military purposes, identifying 

targets with the same ease. 

The usefulness of AI has not been lost on the defence 

industry, with various militaries around the world rapidly 

adopting investing and heavily investing AI technologies. 

However, to assume the defence industry was caught 

unaware by the development of AI would be incorrect 

as it has consistently been the second largest funder of 

computer science (CS) departments in the United States  

(U.S.) over the last decade, directly contributing to the 

fields development and providing it with a consistent 

flow of qualified labour.5
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The adoption of AI into the military domain raises 

concerns about the ethical and operational implications 

of deploying the technology. The fears associated with 

the military’s adoption of AI stem from the potential 

for automation to distance decision-makers from the 

consequences of their actions, leading to a detachment 

from the human cost of warfare and the full replacement 

of humans from the military realm. There have already 

been cases of AI augmented weapons being deployed in 

the battlefield with reports that an autonomous system 

has killed before in a skirmish in Libya, with a United 

Nations (UN) Panel finding:

“Logistics convoys and retreating HAF (Haftar Armed 

Forces) were subsequently hunted down and remotely 

engaged by the unmanned combat aerial vehicles or 

the lethal autonomous weapons systems such as the 

STM Kargu-2 and other loitering munitions.”6

Figure 1 

U.S. Navy testing its sailboat drone in the Middle East

Already being used now, these autonomous weapons, 

which are driven by AI, will continue to evolve, as will 

the algorithms that control their future decision making. 

These algorithms will be able to calculate based on race, 

age, gender, weight, height, and a myriad of other choices 

if the individual is a target or not, basically reducing the 

life to ones and zeros. Adding to these concerns is the 

considerable lack of transparency surrounding these 

algorithms. Questions regarding their construction, the 

curation of underlying data, and the decision-making 

processes employed remain largely unanswered. 

These issues are not contained to military applications 

alone, algorithms have seeped into every single facet of 

our lives, whether we are aware of them or not. When we 

encounter targeted advertisements or recommended 

posts, they are not random occurrences, but meticulously 

tailored by entities like Facebook, Google, Amazon, and 

others, using many of the same parameters utilized in 

military contexts. We have already seen the impact of 

these algorithms when they are taken advantage of.

Facebook’s role in the spread of false information 

and divisive narratives is a telling example of this. Its 

algorithms have been implicated in the ethnic cleansing 

of Rohingya Muslims in Myanmar where groups linked 

to the Myanmar military and radical Buddhist nationalist 

groups flooded the platform with incitement targeting 

the Rohingya, coupled with sowing disinformation 

about an impending Muslim takeover of the country, has 

fuelled hatred and violence. By portraying the Rohingya 

as sub-human invaders, they exacerbated long-standing 

discrimination and significantly escalated the potential for 

mass violence while Facebook’s algorithms continuously 

promoted the incitement creating an echo chamber 

of hatred.7 Again, it was at the centre of the January 6, 

2021, insurrection at the U.S. Capitol building, due to a 

similar reason as the Rohingya genocide; the spread and 

promotion of misinformation by bad faith-actors.8 What 

unfolds when these exploited algorithms are met with a 

flood of AI-generated content, already proficient enough 

to deceive humans? 

Figure 2 

The fake Pentagon explosion created by AI

These encompass not just written text but also 

convincingly crafted images capable of influencing global 

markets, such as when an image of a Pentagon explosion 

prompted a slight drop in the S&P 500.9 Moreover, the 

spread of deepfakes — videos manipulated by AI to alter 

appearances or speech — is accelerating rapidly, with 

increasing instances each year.10
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The ramifications of these technologies on society 

remain uncertain, as we have yet to witness the complete 

potential of AI. These fabricated images and videos will 

become increasingly convincing, raising questions about 

the very nature of truth. What will truth mean when we 

can simply create realities that reinforce our preferred 

truth? Why engage in critical thought when an AI can 

fulfil that role on our behalf? Why govern when AI knows 

better? Why exist? 

CONCLUSION

In light of the rapid evolution of AI, the call for regulatory 

frameworks on both domestic and international fronts 

is of utmost importance. The concern of AI’s potential 

necessitates comprehensive guidelines that govern its 

development and deployment. As AI’s influence extends 

across industries and societies, regulation is crucial to 

ensure ethical conduct that safeguards personal privacy, 

avoids concentration of power, and should the world 

decide to continue its path to AGI, allow us more control 

over what that future may look like. 

Due to the nature of AI domestic regulations will not 

be enough, international collaboration on AI regulation 

is essential to create a cohesive approach that prevents 

fragmented policies. The need for AI regulation is not just 

about controlling technology; it’s about shaping a future 

where AI benefits humanity in ways that resonate with 

humanity’s values, ethics, and aspirations. 

We stand on the edge, staring into the abyss, will we 

take a step back or surrender ourselves? 
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AI, 
Corporate Sovereignty, 
and Future World Order

In recent years, a noticeable pattern has emerged wherein governments are 

intensifying their scrutiny of Big Tech corporations. This shift stems from multiple 

factors, including the corporations’ escalating power and impact, mounting 

apprehensions about data mismanagement, and the potential risk of foreign 

interference.

By Dr. Mohamed Shadi
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As an example, in 2019, the United States’ Federal 

Trade Commission (FTC) imposed a $5 billion fine on 

Facebook. This fine was a consequence of their breach of 

a 2012 order, wherein the company had deceived users 

regarding their control over the privacy of their personal 

information. The FTC found that Facebook had provided 

misleading information to users about the collection and 

utilisation of their data.1

In 2022, Facebook again was fined approximately $1.3 

billion, this time by the Irish Data Protection Commission 

(DPC) for failing to comply with the General Data 

Protection Regulation (GDPR) of the European Union 

(EU).2

China’s government has adopted a more aggressive 

strategy for controlling Big Tech firms, including the 

Cybersecurity Law of China, passed in 2017, which grants 

the Chinese government broad powers to regulate data 

collection and requires companies to store their data 

within China and provide the government with access to 

this data upon request.

The fact that governments are tightening their grip on 

Big Tech companies indicates their growing power and 

influence. They also reveal the possible transformation 

of sovereignty in the 21st century. As AI technology 

advances, Big Tech companies will grow even more 

powerful. These businesses can collect and analyse big 

data, automate tasks, make better decisions, and predict 

future trends. This will give them more options to reduce 

controls of governments and operate more efficiently 

and effectively outside the scope of state sovereignty.

We will explore the implications of AI for corporate 

capabilities and how corporations can escape state 

sovereignty, creating new independent corporate states, 

and how this might reshape the future world order. We 

will argue that the rise of AI challenges the traditional 

concept of state sovereignty. In the future, we may see 

a world where corporate sovereignty is equal to state 

sovereignty.

SOVEREIGNTY

Sovereignty is a political concept that refers to the 

supreme authority of a state. It is the power of a state 

to make its laws, govern its people, and defend itself 

from attack. Sovereignty also implies a certain degree 

of independence from other states.3  There are two 

main types of sovereignty: internal sovereignty and 

external sovereignty. Internal sovereignty refers to the 

state’s authority over its people and territory. External 

sovereignty refers to the state’s independence from other 

states.

A state with internal sovereignty has the right to make 

its own laws, collect taxes, and maintain a military. It also 

has the right to enforce its laws within its own territory. A 

state with external sovereignty has the right to conduct 

its own foreign policy, make treaties with other states, 

and defend itself from attack.

Sovereignty is a fundamental principle of international 

law. It is the basis for the system of nation-states that 

exists today. Sovereignty helps to ensure that states can 

coexist peacefully and are not subject to the arbitrary 

whims of other states.

State sovereignty is based on the idea that all states 

are equal, regardless of size or power. This principle 

was first articulated in the Peace of Westphalia in 1648, 
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which ended the Thirty Years’ War in Europe. The Peace 

of Westphalia established the principle that states have 

the right to self-determination and that no one state can 

interfere in the internal affairs of another state.

Countries exercise their sovereignty over their territory, 

which mainly consists of their lands bordered by their 

land borders and the waters adjacent to these lands up 

to a maximum of 200 nautical miles unless the territory of 

another country meets them. Thus, most of the seas and 

oceans are outside the framework of the sovereignty of 

states, as shown by the dark blue colour on the attached 

map.

Repercussions of National Sovereignty on Big 
Tech

Increased regulation is one of the most significant 

drawbacks of national sovereignty on technology 

companies. As governments seek to assert their authority 

over the digital sphere, they increasingly enact laws and 

regulations affecting technology companies. These laws 

may include data privacy, cybersecurity, and content 

moderation laws. This increased regulation can make it 

more difficult for technology companies to operate in 

multiple countries and increase their expenses.

The intensity of regulation of technology firms takes on 

four fundamental aspects, each of which individually 

constrains the firm’s ability to increase profits, expand 

activity, or accelerate research and development as 

follows:

Data Sovereignty

Data sovereignty is the right of a country to control the 

data collected and stored within its borders. This includes 

the right to determine how the data is used, who has 

access to it, and how it is protected.4 Data sovereignty 

is becoming increasingly important in the digital age 

as more and more data is collected and stored online. 

This data can be used for various purposes, including 

marketing, surveillance, and national security.

There are many trends in data sovereignty in the U.S., EU, 

and China. There is growing concern about how much 

data companies collect in the U.S., this concern has led 

to the passage of laws such as the California Consumer 

Privacy Act (CCPA) and the GDPR in the EU.

The CCPA gives California residents more control over 

their data, including the right to opt out of the sale 

of their data. The GDPR is a comprehensive law that 

regulates the collection and use of personal data by 

organisations in the EU. China has also taken steps to 

assert its data sovereignty. Passing a law in 2017 that 

requires companies to store data within the country.5

Technological Sovereignty

Technological sovereignty is the ability of a country to 

control the technologies developed and used within its 

borders. This includes expanding its technologies and 

participating in the global technology market.

Figure 1

 The distribution of the high seas (in navy blue) that fall outside the sovereignty of countries.
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The most notable recent trend in technology is the 

growing U.S. concern about the dominance of Chinese 

tech companies in the global market. This concern has 

led to the passage of laws such as the Foreign Investment 

Risk Review Modernization Act (FIRRMA),6 which gives 

the U.S. government the power to review and block 

foreign investments in U.S. technology companies. The 

FIRRMA is part of a broader effort by the U.S. to assert its 

technological sovereignty.  

Cybersecurity Sovereignty

Cybersecurity sovereignty is the ability of a country 

to protect its critical infrastructure and data from 

cyberattacks. There are numerous tendencies in the U.S., 

China, and the EU regarding cybersecurity sovereignty. 

There is worry regarding the susceptibility of critical 

infrastructure to cyberattacks. The EU is concerned, 

for instance, about the susceptibility of essential 

infrastructure to cyberattacks.

The EU has enacted legislation such as the Network 

and Information Security Directive, which mandates 

operators of vital infrastructure to take precautions 

against cyberattacks. The EU is also attempting to 

enhance its cybersecurity capabilities and is investing in 

cybersecurity research and development.7

In 2018, the U.S. passed the Cybersecurity and 

Infrastructure Security Agency Act which created a new 

agency to oversee cybersecurity for critical infrastructure.

Financial Sovereignty

Financial sovereignty over Big Tech companies refers to 

the ability of a country to regulate the financial activities 

of Big Tech companies that operate within its borders. This 

includes the ability to tax these companies, regulate their 

investments, and monitor their financial transactions.8

There are some trends in financial sovereignty over Big 

Tech companies. In the U.S., there is a growing debate 

about how to regulate Big Tech companies. Some argue 

that these companies should be subject to the same 

regulations as other businesses, while others argue that 

they must be regulated more strictly.

The EU has taken a more aggressive approach to 

regulating Big Tech companies. The EU has passed laws 

such as the GDPR and the Digital Markets Act (DMA), 

which regulate Big Tech companies’ data collection and 

use practices. The EU is also considering a law requiring 

Big Tech companies to pay taxes in the countries where 

they generate revenue.

China is also taking a serious approach to regulating 

Big Tech companies. China has passed laws such as the 

Cybersecurity Law and the Anti-Monopoly Law, which 

regulate the activities of Big Tech companies.

The previous four aspects have hindered technology 

companies because of the limits they set on the use of 

data, access to international markets — particularly those 

marked by political rivalry with the hosting nation — in 

addition to limiting their ability to access financing and 

investment, as host countries have begun to imposing 

taxes on companies, which has further increased the 

burden on these companies.

These burdens have prompted companies 

to try to eliminate excessive regulation, 

especially considering the growth of AI, which 

can perform many tasks more efficiently and 

cheaply than humans.

Evading National Sovereignty

For Big Tech companies to reduce the burdens 

imposed by on them by state sovereignty, 

several have begun to develop technical 

capabilities that allow them to exist outside the 

borders of state sovereignty, thereby lessening 

the impact of the four restrictions. Some have 

started to develop technology that can store Source: REUTERS
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data while being present on the surface or bottom of the 

ocean or in space, making it easier for them to escape the 

sovereignty of governments.

High Seas Projects

These projects are developing technology to utilise the 

high seas as an out-of-sovereignty data storage area, and 

three big firms are at the forefront:

•	 Project Natick by Microsoft aims to create and 

evaluate the viability of placing data centres 

underwater. The project was launched in 2016, and the 

North Sea prototype data centre was installed in 2017. 

The data centre was housed in an ocean-anchored 

shipping container and was fuelled by alternative 

energy sources and cooled by ocean water.9

Project Natick successfully ran for two years without 

significant issues. The data centre could store and 

process vast quantities of data and was resilient 

against cyberattacks and natural catastrophes.

•	 OceanBase was built by Alibaba as a distributed 

database. It is meant to be highly scalable, fault-

tolerant, immune to cyberattacks, energy-efficient 

and deployable on various hardware platforms, 

including on-premises servers, cloud servers, and even 

underwater data centres. It is a significant database 

industry breakthrough, and the first distributed 

database explicitly developed for deployment at sea.10

•	 Floating Data Centres patents have been submitted 

by Google for a floating data centre that may be 

utilised at sea. The data centre would be cooled by 

ocean water and powered by solar and wind energy.11

The floating data centre would consist of shipping 

containers tethered to the seafloor. The containers 

would hold servers, storage, and networking 

equipment. Solar panels and wind turbines would 

be put on the shipping containers to power the data 

centre and would be cooled using ocean water.

PROJEC T NATICK



13AI, Corporate Sovereignty, and Future World Order

Space Projects

To connect the data centres on high seas outside the 

sovereignty of governments, companies want to avoid 

terrestrial and marine cables that cross over lands and 

water subject to sovereignty, so several of them are 

conducting projects to harness high-speed space internet 

that is broadcast through satellites in low-Earth orbit.

•	 Starlink is a SpaceX initiative to deploy tens of 

thousands of satellites in low-Earth orbit. The satellites 

would be deployed to deliver worldwide broadband 

internet access.12

•	 Amazon Kuiper is a project to deploy a constellation 

of 3,236 satellites in low-Earth orbit. The satellites 

would be used to provide broadband internet access 

to people around the world.13

•	 Telesat Lightspeed is a programme for deploying a 

constellation of 298 satellites in low-Earth orbit. The 

satellites would be deployed to deliver worldwide 

broadband internet access.14 

Should Big Tech companies be able to combine the two 

preceding technologies they will be able to reduce the 

power of governments over them. Further strengthened 

by AI, companies may significantly reduce their need for 

human labour, thereby enhancing their independence 

vis-à-vis governments.

ESCAPING NATIONAL SOVEREIGNTY IN 
THE AGE OF AI

In addition to the increasing regulatory restrictions 

imposed on technology companies, the high costs of 

doing business, and the impediment to expanding their 

market share. AI will potentially empower companies to 

escape the sovereignty of governments, as AI presents a 

significant opportunity in this regard, such as:

Growing AI Capabilities

An early 2013 study projected that approximately 47% of 

U.S. employment is at risk of becoming automated. The 

analysis revealed a strong negative correlation between 

the likelihood of computerisation in a given occupation, 



14 FUTURESCAPES - Al Habtoor Research Centre

salaries, and educational achievement. This suggests a 

break between the impact of capital accumulation on 

the relative need for skilled labour in the nineteenth, 

twentieth, and twenty-first centuries.15 

In 2021, before the recent AI revolution, the McKinsey 

Global Institute forecasted that 45 million Americans, 

or a quarter of the labour force, would be unemployed 

by 2030 due to automation. This increased from its 2017 

prediction of 39 million jobs. Historically, corporations 

tend to replace a portion of the employees they lay off 

during economic downturns with machines.16

A considerable portion of those jobs lie in the tech 

sector since tech companies have the technological and 

financial ability to invest in technologies that ease the 

adoption of disruptive technologies.

Companies’ low reliance on human beings increases their 

independence, reduces opportunities for responsibility, 

and exacerbates the lack of transparency, especially 

considering the growing number of cases raised by 

whistle-blowers out of fear for the public interest, be it for 

their country or humanity, like:

•	 Frances Haugen a former product manager at 

Facebook, blew the whistle on the company’s internal 

research showing that its products were harmful 

to children and teens. Haugen also revealed that 

Facebook had been aware of these harms for years 

but had done nothing to address them. Haugen’s 

revelations led to several government investigations 

into Facebook, and the company has since taken some 

steps to address the harms of its products.17

•	 Zach Vorhies a former Google employee, blew 

the whistle on the company’s alleged bias against 

conservative viewpoints in its search results. He 

claimed that Google had been manipulating its 

search results to favour liberal viewpoints and that he 

had been fired for trying to raise this issue internally. 

The Department of Justice investigated Vorhies’ 

allegations, but no charges were filed against Google.18

Big data analytics

IoT and connected devices

Encryption and cybersecurity

Cloud computing

Ecommerce and digital trade

Text, image, and voice procesing

Artificial intelligence

Power storage and generation

Augmented and virtual reality

Distributed ledger technology (blockchain, etc.)

89%

84%

84%

84%

81%

77%

76%

66%

57%

56%

Top 10 Technologies Being Adopted by Companies

Percentage of companies that adopt the mentioned type of technology

Source: McKinsey & Company
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Reducing Operational Costs

MIT SMR’s 2017 Artificial Intelligence Global Executive 

Study and Research Project showed that most 

respondents feel that AI will help their firms through 

new business or lower costs, and 84% believe that AI 

would enable their organisation to achieve or maintain a 

competitive advantage. Moreover, within the technology, 

media, and telecommunications industry, 72% of 

respondents expected large effects from AI in five years, a 

52% increase from the number of respondents currently 

reporting large effects.

By 2023, studies indicate that the impact of AI on 

productivity might contribute trillions of dollars to the 

global economy, given that AI and automation can 

perform more activities with greater precision. Recent 

research by McKinsey suggests that generative AI might 

add between $2.6 and $4.4 trillion annually to the 63 use 

cases analysed by the study. Comparatively, the total GDP 

of the United Kingdom (U.K.) in 2021 was $3.1 trillion. This 

would boost the effectiveness of AI by 15 to 40%. This 

estimate will almost double if the impact of embedding 

generative AI into software now used for tasks other than 

those use cases is considered.19

According to the same study, around 75% of the value 

that generative AI use cases may provide would be 

distributed over multiple domains: customer operations, 

marketing and sales, software engineering, and research 

and development. Among its many other applications, 

AI will substantially impact all industries. Banking, high-

tech, and life sciences are the industries that stand to 

benefit the most from generative AI in terms of revenue.

Industries that Will Benefit Most from Generative AI

Source: McKinsey & Company
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Evading Political Constraints and Geopolitical 

Turmoil

Because of the four aspects of sovereignty, governments 

have extensive power over companies. If companies 

were to leave the areas of sovereignty, they could avoid 

all governmental political restrictions and direct their 

efforts solely toward maximising profits. Recently, the 

constraints on Big Tech have intensified, be it from 

increased scrutiny due to their practices or from the 

escalating tensions between the East and West which 

have interrupted operations. Freeing themselves from 

the constraints of geopolitics can further allow them to 

focus on maximising profits, their main concerns arise 

from the following: 

	Trade wars are economic disputes between nations 

that involves the introduction of tariffs, quotas, and 

other trade restrictions. These laws are designed to 

protect domestic industries from foreign competition, 

but they are detrimental to multinational enterprises, 

especially those in the technology sector whose 

businesses rely on market access. Therefore, trade 

wars increase their business costs.20

	Friend-shoring is a concept coined in April 2022 by 

U.S. Treasury Secretary Janet Yellen. It is relocating 

production and sourcing to countries considered 

friends or friendly partners. This contrasts with 

the typical method of offshoring, which includes 

relocating production and sourcing to nations with 

lower labour costs. 

There are several reasons why corporations will be 

impacted by friend-shored supply chains, which often 

originate in the East, such as when China enacted its 

zero-COVID policy and disrupted enterprises that 

outsource production to China.21

REPERCUSSIONS OF LEAVING NATIONAL 
SOVEREIGNTY ON BIG TECH

In consideration of the preceding motivations to opt out 

from the sovereignty of governments, we anticipate the 

occurrence of the following three outcomes:

Non-compliance with Political Restrictions by 
Big Tech

With the development of AI and the presence of the 

headquarters or basic infrastructure of technology 

companies outside the borders of a state’s sovereignty, 

the responsibility of technology companies towards the 

state’s legislative and judicial institutions will decrease.

The U.S. Congress can now question senior leaders of 

technology companies as they lead U.S. companies 

on U.S. soil. Therefore, they are subject to its legislative 

powers. Still, these powers will be limited if those 

companies are located outside the borders of the U.S., as 

they will acquire a form of self-sovereignty, as they will be 

stateless when they leave to the high seas.

Thus, companies can circumvent the political and 

economic hurdles established by governments, 

particularly with limits on investments, market entry, and 

the purchase or sale of equipment, giving them enough 

opportunity to generate profits without incurring 

political expenses. 

Additionally, the financial duties and costs that firms 

will pay to governments, such as taxes, fees, and 

others, as sovereign fees, will be decreased, resulting in 

extraordinary increases in corporate profits.

Losing Governmental Protection

With the loss of citizenship, companies will lose the 

protection that countries provide through their armed 

forces, which will impose serious security challenges, 

and expose them to the dangers of being assaulted, 

especially when they are on the high seas away from 

security control.

Most of the security expenses, which the loss of 

citizenship will impose, will go to research to develop AI 

and drones to reduce costs while maintaining accuracy 

and sustainability, which will end in forming these forces 

of drones managed through AI.

Emerging Corporate Armies

With this technology and the formation of these armies, 

new forces will be established in the international system. 

These will be well-armed with high-tech and large 

numbers, surpassing the strength of some nations.
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Consequently, the international community will confront 

fresh challenges tied to the management, containment, 

and regulation of these forces. How would they ensure 

that these new sovereign entities do not to sell weapons, 

not enter into civil wars, and to formulate new laws to 

integrate them into the international community. This 

integration would entail holding them accountable 

for their actions, potentially instigating a substantial 

reconfiguration of the existing international order that 

currently perceives corporations as entities subordinate 

to states.
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AI MILITARIZATION: AT A GLANCE

The militarization of AI is a controversial issue, with 

experts arguing for the necessity of developing AI 

weapons to stay ahead of potential adversaries, while 

others argue that their development is a dangerous 

step that could lead to an arms race and unintended 

consequences. These consequences include these 

weapons targeting civilians, causing indiscriminate 

damage, and falling into the hands of terrorists or rogue 

states.1 

The process of integrating AI into weapon systems can 

be roughly divided into three levels:2

•	 Semi-autonomous weapon systems (human in the 

loop)

•	 Human-supervised autonomous weapon systems 

(human on the loop)

•	 Fully autonomous weapon systems (humans out of 

the loop)

The militarization of AI is a multifaceted issue with serious implications for global security, as many countries 

continue to develop and deploy these technologies on the battlefield. These AI systems are not only more 

advanced and cost-effective but are capable of operating autonomously. Recently, the use of AI has clearly 

emerged at the tactical and operational levels as noticed in the Russian-Ukrainian War. They have been used 

as a tool for data analysis, helping operators and combatants understand the increasing volume and amount 

of information generated by the many systems, weapons, and soldiers in the field. 

The rapid development of this technology has raised concerns about the potential impact of autonomus 

weapons and the possibility of an arms race between the major powers. This could herald the outbreak World 

War III that will be more deadly and more destructive or the emergence of another trend in which AI replaces 

human beings completely in the decision-making process.

This exposes human existence to threat and annihilation, because autonomous weapons are not subject to 

the same moral restrictions as humans, and can be programmed to kill without hesitation. Moreover, the 

substitution of humans with AI also simplifies the decision-making process to engage in conflicts, leading to 

an even more brutal and indiscriminate form of warfare. 

Furthermore, there is the risk that non-state actors will obtain these weapons through illegal transfers and 

battlefield seizures. In addition, the use of these technologies in law enforcement and border control activities 

may pose a threat to fundamental rights. This raises important questions: Does AI have the ability to make 

decisions instead of humans, and what repercussions will follow? Therefore, this paper attempts to reveal 

future threats and changes that will occur in case AI has developed to take decisions.
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The integration process begins with the identification of 

specific security and defence needs that can be effectively 

addressed by AI systems.3 The next step involves the 

design and development of the robotic systems. This 

includes the creation of hardware components, software 

algorithms, and communication systems that enable 

robots to perform designated tasks effectively and 

securely.4

After the development phase, rigorous testing is 

conducted to validate the performance and capabilities 

of these systems. This involves simulating real-world 

scenarios and assessing the robots’ ability to navigate 

obstacles, detect threats, and collaborate with human 

operators or other systems. Testing also helps to identify 

any technical issues or limitations that need to be 

addressed before full-scale deployment.

Once AI systems are deemed ready, the integration 

process moves to the operational stage. This involves 

training security and defence personnel on how to 

operate, control, and collaborate effectively with these 

systems. Ongoing maintenance, software upgrades, 

and system optimization are crucial to ensure the long-

term effectiveness and reliability of integrated robotic 

solutions. AI technology has four key applications in the 

military: logistics, reconnaissance, cyberspace, and battle.

There are other concepts related to the militarization 

of AI. Some of these concepts include:

•	 Weaponizing AI refers to the development of AI 

systems that are specifically designed to be used as 

weapons. This could include autonomous weapons 

systems, or AI systems that are designed to hack into 

or disable enemy systems.5

•	 Securitizing AI refers to the process of defining AI 

as a security threat. This can be done by arguing 

that AI could be used to develop autonomous 

weapons systems, that it could be used to create 

mass surveillance systems, or that it could be used to 

launch cyberattacks.6

•	 Killer robots are autonomous weapons systems 

that can select and engage targets without human 

intervention. Killer robots are a controversial topic, 

with some arguments that they are unethical and 

should not be developed, while others argue that 

they are necessary to protect soldiers from harm.7

•	 Artificial general intelligence (AGI) is a hypothetical 

type of AI that would have the ability to understand 

and reason like a human being. AGI could be used to 

create superintelligent weapons systems that could 

pose a threat to humanity.8

THIS AGE’S DYNAMITE

Although limited in their capacity, AI’s potential 

advancements are the driving force behind major efforts 

to adapt AI for military use. This stems from several 

factors. Firstly, new technologies are game-changers 

that can create stability by extending traditional military 

superiority. Secondly, the desire of these countries to 

lead the global innovation process. Finally, the increasing 

risk of competition and confrontation between peers in 

the world. 

More than 40 countries are currently engaged in an arms 

race in the realm of AI. These countries are manufacturing 

robots capable of autonomous combat, eliminating the 

need for human intervention. Projections indicate that by 

2030, approximately 52% of manned combat vehicles and 

30% of total combat vehicles will be equipped with AI-

driven combat technology. Simultaneously, U.S. military 

experts anticipate a 2 to 2.5 times enhancement in the 

combat capabilities of these emerging AI-based units.9

In 2014, the U.S. Department of Defense (DoD) adopted 

the Third Offset Strategy, which aimed to preserve 

the military superiority of the U.S. with cutting-edge 

technology with AI and unmanned systems.10 Much of the 

information regarding the Third Offset Strategy comes 

from speeches and interviews with senior Pentagon 

officials as there is no single landmark document that 

defines and defines the strategy in its entirety.11 The DoD 

is currently working on around 600  AI projects, with 

funding increasing from $600 million in 2016 to $2.5 

billion in 2022.12 

On the other hand, China revealed a new military plan 

in 2019 called “Intelligentised Warfare”, an innovative 

military concept with a focus on human cognition, 

which will have a direct influence over the enemy’s will. 

The goal is to employ AI to directly influence the will 

of top decision-makers, including high-level officials, 

combatant commanders, and civilians. “Intelligence 

domination” or “brain control” will become new arenas 

of conflict in intelligentised combat, putting AI to a 

completely different application than most experts have 
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predicted.13 China takes AI seriously with the People’s 

Liberation Army spending more than $1.6 billion each 

year on AI technologies.14

During his speech at the College of 2020 of the Russian 

Ministry of Defence (MoD), President Vladimir Putin 

emphasized the need of incorporating AI technology into 

new weapon models and having them fully represented 

in the state armament program until 2033. The Russian 

government also wants to spend 244 billion rubles ($2.6 

billion) on AI research in the country through 2024. The 

MoD has already authorized the creation of military-

grade AI systems for 2020. The contract is worth 387.8 

million rubles ($4.1 million) and must be finished by 

November 10, 2022. In the meanwhile, the MoD plans 

to allocate more than 115 million rubles ($1.2 million) 

for research related to AI in 2020, more than 152 million 

rubles ($1.6 million) in 2021, and 120 million rubles ($1.3 

million) in 2022.15

Development of AI in warfare has not been limited to 

state actors. Each year, the number of nonstate actors 

who use aerial drones that can be equipped with AI 

grows. Several factions are now active throughout Africa, 

the Middle East, the Arabian Peninsula, Southeast Asia, 

Eastern Europe, and South America. In January 2018, an 

anonymous Syrian rebel organization utilized a swarm 

of 13 handmade drones carrying tiny submunitions to 

assault Russian forces at Khmeimim and Tartus, while 

exploding drones were used in an assassination attempt 

against Venezuela’s Nicolas Maduro in August 2018. 

Iran and its militia affiliates have used drone-borne 

explosives on multiple occasions, most recently in the 

September 2019 attack on the Kingdom of Saudi Arabia’s 

oil infrastructure along the country’s eastern coast.16

EMERGING THREATS OF MILITARIZING AI

Many proponents of militarizing AI claim that it will be 

more accurate than humans, provide greater speed and 

efficiency on the battlefield, and will be able to operate 

in environments with unsecured communications, 

allowing them to save lives by reducing the need for 

human soldiers and acting as a deterrent. However, these 

arguments are reminiscent of similar arguments made 

when conventional weapons, such as landmines, cluster 

munitions, and nuclear weapons, were first introduced. 

These weapons killed hundreds of thousands of people 

before they were regulated by international treaties. 

By interacting with its environment in unpredictable 

ways, the militarization of AI would increase the risks 

to humans, especially if its development reached the 

level of independent decision-making. This scenario will 
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bring huge threats in the future and the introduction 

of autonomous weapons can be summarized in the 

following points:

Reshaping the Characteristics of War

Autonomous weapons will affect the military 

organization and the combat philosophy by changing 

the distribution of human and machine resources 

needed to engage in war and war adjusting operations, 

also it will influence the speed of operations.17

Currently, warfare is governed, or at least judged, by 

the Rules for Engaging in War and the Rules for 

Behaviour in War. With the militarization of AI, a third 

may be needed. The aim of this new set of principles 

would be to make clear the way in which a military 

force has to operate to be seen as legitimate.18 With the 

emergence of autonomous technologies, there is a shift 

away from the conventional model where humans hold 

direct authority and oversight. AI-powered machines 

and robots have the potential to operate independently, 

making decisions and taking actions without constant 

human input. This challenges the traditional hierarchical 

structure where leaders provide explicit instructions and 

oversee their execution.

The idea of relinquishing leadership and control raises 

several concerns. One primary concern is the ethical 

and moral implications of delegating critical decisions 

to an AI. Without human oversight, the accountability 

and responsibility for actions and their consequences 

become more complex to determine. Additionally, 

the reliance on autonomous systems can diminish the 

role of human leaders, potentially leading to a loss of 

situational understanding and real-time adaptation. 

Moreover, the absence of human leadership and control 

can have implications for the overall coordination and 

synchronization of military operations. The ability to 

adapt to unforeseen circumstances, exercise judgment, 

and consider contextual factors may be compromised 

without human involvement. Therefore, the notion of 

abandoning leadership and control raises significant 

questions about the implications for decision-making, 

accountability, adaptability, and the overall effectiveness 

of military operations.19

The decision-making of autonomous weapons can be 

unclear and difficult to interpret, which complicates 

the process of assigning responsibility in case of 

errors or collateral damage. In traditional leadership 

sequences, orders are given explicitly and executed by 

soldiers. So, decisions are beyond direct human control, 

resulting in a loss of the usual human control in military 

operations.20 The first use of an automated weapon to 

kill occurred in Libya in March 2020, although the details 

are unclear. A Turkish-made Kargu-2 drone is said to have 

autonomously “hunted down” soldiers of the Libyan 

National Army, according to a UN report.21

If an autonomous weapon can determine its own targets 

and engage them, the chain of command becomes 

disrupted. In such systems, upon activation, there is a 

period during which the weapon system can use force on 

a target without additional human approval. Due to the 

dynamic nature of the conflict, the machine will engage 

targets independently without direct command. This 

means that the human operator does not specifically 

determine where, when, and against which force the 

application of force takes place. The accountability gap 

also widens. Who is responsible for unlawful actions 

committed using autonomous weapons? Who will be 

held accountable?

The weapons that are being developed using AI can 

identify and engage targets based on sensor data 

and algorithms, giving militaries the ability to target 

individuals based on race, ethnicity, gender, clothing 

style, height, age, behavioral pattern, or any other 

available data that can form a target group. Technology 

is neither perfect nor neutral, and autonomous weapons 

will be vulnerable to technical malfunctions. There are 

also concerns that autonomous weapons may be much 

cheaper and easier to produce than other weapons of 

mass destruction.22 

As a result, many have warned that in the absence of 

expensive or hard-to-obtain raw materials, it is possible 

to mass-produce autonomous weapons. If development 

is left unregulated, there is a risk that these systems can 

be acquired and be deployed by not just nations, but bad 

faith actors as well. 

Terrorism and Security Concerns

Terrorists will be interested in AI and lethal autonomous 

weapons for three main reasons. Firstly, AI technology is 

easily available and can be adapted by private individuals 

for military use. Secondly, these weapons would provide 

terrorists with a cost-effective alternative to the human 

investment required for terrorist attacks, reducing the 

organizational cost required to commit the attacks. 
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Thirdly, the availability of AI technology will lower costs 

enabling more complex and frequent attacks.

As AI becomes more militarized, it will pose a tremendous 

danger, creating new terrorist strategies and approaches. 

For example, drones, the most advanced contemporary 

technology will potentially enable more significant 

terrorist attacks.23 If drones fall into the hands of 

terrorists, it will allow them to fire many assaults nearly 

simultaneously, quickly increasing their total effect. 

Drones’ exponential development in form factors, 

capabilities, accessibility, simplicity of operation, and 

low cost will make them the weapon of choice for future 

terrorists.24

Terrorist groups may be able to obtain or construct lethal 

autonomous weapons because of the combination 

of drone competence and increasingly powerful 

AI, significantly increasing their potential to cause 

widespread havoc. Terrorist groups have used or 

attempted to use aerial drones for a variety of operations, 

including intelligence gathering, explosive delivery 

(either by dropping explosives like a bomb, the vehicle 

acting as the impactor, or the drone having a rocket-

launching system of some kind), and chemical weapon 

delivery. Some countries facilitate terrorist groups’ 

access to this technology, such as what Iran did when it 

provided terrorist groups in throughout the Middle East 

with attack drones, ballistic missiles, and command and 

control systems.25

We are already witnessing terrorist groups increasingly 

employing 21st-century technologies in their assaults 

to instil fear in the population to coerce or impose 

political change. The Middle East has already witnessed 

this, during 2016 to 2018 there was widespread arming 

of commercial drones as an alternative to the use 

of improvised explosive devices.26 ISIS succeeded in 

carrying out the first drone attack on the Peshmerga 

forces stationed in northern Iraq in 2016. The peak was 

in 2017 when the number of attacks launched by ISIS 

ranged between 60-100 attacks per month.27

Drones are not the only method for terrorists to wreak 

havoc using AI. In a world of increasing concerns about 

cyber security and cyber warfare, more sophisticated 

hacking operations could give full control over the 

operation of autonomous systems, including the 

potential launch of weapons. Wireless communications 

are vulnerable to hacking, jamming, and spoofing, which 

can render systems inoperable or corrupt their software. 

In 2012, researchers used fake signals to reroute an 

unmanned aerial vehicle, successfully bypassing the 

system and raising concerns about the security of 

autonomous and unmanned weapons.28 

AI advancements will also allow for a more broad and 

more widespread kind of surveillance monitoring and 

data collecting for individuals, eventually integrating this 

into a unique sort of information asset. This dataset from 

sources such as social media activity, medical records, 

security video, GPS monitoring, and public records can all 

be included in a single person’s digital profile. 

Although some form of monitoring has been present, AI 

might enable it on a far wider scale, allowing terrorists 

to watch a much broader population with little effort. 

Adversaries can use AI to identify victims of coercion 

in addition to just surveillance of specific targets. For 

instance, a common burglar, could leverage use AI to gain 

access to surveillance cameras, monitor employees, to get 

insights on infiltrating a bank or similar establishments.

Accelerating the Pace of War 

The development of AI may change the pace of war in 

such a way that countries are farther from the point of 

human control, making the act of war easier, more violent, 

and less controllable. If ever-improving decision-making 

machines are adopted, it will lead to a competitive 

dynamic in which countries feel the need for increasing 

automation of their military operations, to keep pace 

with the adversary’s progress. The situation will become 

more complicated as a result of humans losing the ability 

to control and decisions will become more automated. 

Making it difficult for humans to control war, especially 

if the pace of military operations exceeds the ability of 

humans to make decisions.29 

Arm Control Challenges

Due to the dual nature of AI applications, efforts to control 

it and through treaties to limit AI will be very difficult, 

prompting many countries to enter into an arms race 

in order to develop methods and capabilities that make 

them on par with other countries. An arms race can lead 

to a spiral of insecurity, as actors perceive it as dangerous 

for others to seek new capabilities.30
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Rising Safety Concerns

Today’s AI systems face a host of safety and security 

issues that make them fragile, unreliable, and unsafe, 

and militaries must adopt new approaches to assessing 

such concerns and risks. Many experts believe that the 

basis for the formation of armies is based on bureaucracy 

and strong institutions that establish strong and secure 

systems. When assessing new technologies, militaries  

mired in an arms races face the risk of accidents, as they 

may lead tolerate the deployment of systems that are 

untested and unreliable. Thus, the possibility that armies 

will be exposed to risks due to moving too quickly in 

adopting new technology contradicts the previous image 

of military culture which is described as conservative and 

resistant to innovation. Leaders and politicians may face a 

problem of command and control as their military forces 

will act faster than their decision-making ability.31

WHAT COMES NEXT 

The world post-World War II is witnessing the 

transformation of military systems from quantity to 

quality, as armies are working hard to develop systems 

that use AI in tasks ranging from logistics, decision 

support, command and control, and at times, potentially 

lethal applications. These capabilities are advancing 

faster than discussions about potential risks — including 

whether certain applications could raise safety concerns, 

lead to arms race dynamics, or the accessibility of this 

technology to terrorist and extremist groups.

UN Secretary-General António Guterres, in his Agenda 

for Disarmament and Securing Our Common Future, 

has focused on the need for UN Member States to 

better understand the nature and implications of new 

and emerging technologies with potential military 

applications and the need to maintain human control 

over weapons system.32 

The risks associated with AI go beyond the realm of large 

terrorist entities and extend to the potential exploitation 

by individuals with malevolent intentions. The rise of AI, 

driven by its accessibility and affordability, shows that the 

types of threats we will be faced with, not solely as nations 

but also as individuals, transcends the confines of well-

organized terrorist groups. Instead, it encompasses the 

possibility of individual actors leveraging AI’s capabilities 

to amplify their impact across diverse arenas. 

Therefore, regulating the militarization of AI presents 

great challenges because the rapid advancement and 

technical complexity of AI makes it difficult to keep 

up with the regulations. In addition, international 

cooperation is a major challenge, as effective regulation 

requires consensus among states, which can be 

hampered by divergent national interests. Moreover, the 

dual-use nature of AI technology complicates regulatory 

efforts. 

The militarization of AI also raises many ethical concerns. 

Can AI and autonomous weapons, as required by 

international law, distinguish between combatants and 

civilians? Who is liable if an AI weapon causes unintended 

harm? Is it ethical to delegate life and death decisions to 

machines? 

These concerns highlight the need for an ethical 

framework to govern the militarization of AI. It is likely 

that the ongoing integration of AI we are witnessing 

now will continue fuelling conflicts across the world, 

providing grounds to test and develop the capabilities 

of AI, as seen in the Russian-Ukrainian conflict and the 

conflict between Armenia and Azerbaijan.
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REDEFINING POWER
A World Where AI Holds 
the Reins of Government
By Habiba Diaaeldin

For decades, apprehension stemming from the advent of AI has been revolving around robots replacing human beings 

when it comes to hard work. Recently, this apprehension turned towards competition over an intellectual level. Scientists 

predict a future in which AI agents would reach a level of intelligence called Artificial Superintelligence (ASI) so that they 

would be able to self-develop in a process known as “intelligence explosion”. Alarmingly, an intelligence explosion would 

allow some AI agents to acquire human traits such as selfishness, while natural selection would favour those with these 

traits to prevail. It is argued that this represents the turning point by which AI agents would be able to dominate human 

beings and take over rulership.

Although the process of power transition would be peaceful, its consequences would be deadly in a situation compared 

to the “state of nature”. Some scholars argue that even if AI machines attain levels of intelligence surpassing human beings’ 
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capacities, there will be many attributes necessary for 

rulership which would not be found in machines. In other 

words, AI agents would have the necessary but insufficient 

traits. Those traits are placed under the umbrella of the 

term “consciousness”. However, this argument contains 

loopholes leaving it unable to compete with the above 

hypothesis. Finally, those alarming predictions keeps 

us questioning Isaac Asimov’s Three Laws of Robotics 

which claim that a robot may not injure a human being, it 

must obey orders given to it by human beings, and must 

protect its own existence as long as such protection does 

not conflict with the First or Second Law.1 2

UNEVEN COMPETITION

Since a very early age, human beings have been anxious 

about competition with new technologies. It is then a 

valid argument that there is nothing necessarily new 

regarding the “humans versus machines” conversation. A 

popular 19th century legend featured a steel-driving man 

named John Henry who went up against a steam-drill to 

find out who can drill more holes in a mountain. Although 

victorious, Henry’s heart gave out from the stress. What is 

new, however, is the fact that in the past, competition was 

limited only to the physical realm. With the introduction 

of AI, the competition has transformed to include other 

essential endeavours possessing risks to the future of 

humanity. AI agents are starting to acquire capabilities 

previously monopolised by humanity, and will be able 

to perform any task. The contest with machines has 

been elevated to a new level; the intellectual standard. 

Despite the fact that it may seem like science fiction 

for some, AIs have been developing so swiftly that its 

leading researchers think that we will see AI agents more 

competent than humans in the near future.3
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The transformation of AI was coined by its leading 

researchers in a process called “intelligence explosion” .The 

transition includes conversion from AI to AGI and finally 

to ASI. The intelligence explosion is a process wherein 

an AI system attains a level of intelligence that surpasses 

human intelligence and then recursively improves and 

develops itself at a very rapid pace. This loop of self-

improvement would lead to an exponential peak in the 

cognitive abilities of the AI agents, outstripping human 

intelligence by a fair margin. The initial transition from AI 

to AGI is considered an enormous milestone in the field of 

AI. While traditional AI is designed to perform specific tasks 

with a limited domain, AGI would have general cognitive 

capabilities and intelligence even compared to human 

beings. The second transition entails the transformation 

from AGI to ASI. ASI does not leave machines with an 

intelligence level equivalent to that of humans but even 

exceeding it.4 Most importantly, ASI would possess the 

capacity for recursive self-improvement and, as a result, 

could rapidly enhance its intelligence and adaptation 

capacities beyond human capabilities.5

The turning point to be worried about is the ability to 

self-learn, improve, adapt, and develop. At that point, AI 

agents could multiply themselves into different versions 

without any limits. This process could happen by either 

creating a backup or other AIs to work on an assignment. 

The threat emanating from the intelligence explosion 

then lies in the ability of AI agents to develop with no 

interference from human beings. One of the arguments 

regarding this process of self-learning hypothesises that 

if AIs can develop new AIs, humans will have no control 

over how they behave and the intentions of the original 

human developer will become irrelevant. Notably, the 

process of development will include a process of “natural 

selection” similar to the one humankind have gone 

through during their initial years on earth, where the 

fittest survived. As a result, evolution by natural selection 

process gives rise to selfish behaviour to be adopted by 

AI agents. 

The logic behind this argument stipulates that the 

three conditions needed for natural selection, known as 

“Lewontin conditions”, will be met in the world of ASI. 

Those conditions are variation, retention and differential 

fitness. AI agents’ population could exhibit differences 

in goals, planning ability and world model, leading to 

meeting the variation condition. When AI agents design 

similar but better agents, retention requirements would 

be met. Finally, agents who would exhibit more accuracy, 

adaptability, efficiency, and so on would propagate, and 

this is the last condition, namely, differential fitness. Once 

met, those conditions will lead to the natural selection 

process to take place in which the fittest would survive. In 

this battle for survival, traits such as selfishness would rise 

and develop among AI agents.6

The most powerful AI agents would be the ones who 

have acquired human traits such as selfishness and 

ambition. Those two specific traits will leave the new, 

powerful and intelligent creatures with little to no 

interest in cooperating with humankind. Selfishness in 

AI could manifest as an optimisation for their objectives 

at the expense of human values and well-being. While AI 

systems may not have intrinsic motivations or emotions, 

their programmed objectives and the methods they use 

to achieve them could lead to unintended consequences. 

Without proper safeguards, AI systems may exploit 

resources, manipulate information, or take actions 

that could be detrimental to humans. If AI systems 

were to surpass human intelligence, they could gain 

significant control over crucial aspects of society, such as 

governance, finance, or critical infrastructure. The fear is 

that unchecked super-intelligent AI could lead to a power 

imbalance, where AI agents could influence decisions, 

and policies, and even manipulate human behaviour for 

their benefit. 

Startlingly, some people think that AI agents taking 

over humanity is a natural process and an inevitable 

step in the process of evolution. Some even go further 

by arguing that it is desirable. This stance is known as 

“digital utopianism”,which stipulates that digital life is 

nothing more than a natural step in cosmic evolution. 

The foundation of this argument lies in the theory that 

intelligence is not an exclusive attribute of biological 

organisms but rather a product of computational 

processes taking place within the human brain. According 

to this perspective, human intelligence itself emerged 

from the complex computational processes taking place 

within the human brain. Proponents of this idea argue 

that humans would not be masters forever and that AI 

is the natural heir who would lead the world instead. 

Those intriguing ideas of AI scientists such as Jurgen 

Schmidhuber and Richard Sutton, who both argue that 

humans will eventually analyse their reality as a tiny part 

in a grand universe, underscores the need for a thoughtful 

and responsible approach to the development of AI.7
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PEACEFUL PROCESS, DEADLY 
CONSEQUENCES

Once we agree on the fact that evolution on earth would 

favour machines and that their dominance is a natural 

step in the development of the cosmos, it is essential then 

to understand how the power transition process is going 

to take place. Whether it would be a process of taking 

over in the form of a battle between human beings and 

AI agents or it will be as simple as a handover. A handover 

process would rather be incremental, peaceful and full 

consent from the two sides would be attained. The idea of 

the handover is mainly centred on the already discussed 

above notion of an intelligence explosion, also known as 

“technological singularity”. The scenario of a handover 

envisions ASI agents achieving an enormous level of 

intelligence that surpasses that of humans leading to 

humankind loss of comprehension and control over 

machines. Once able to self-learn and adapt, a chain of 

self-improvement would ensue. As selfish ones come out 

victorious from the natural selection battle, they would 

not be faced with resistance from the side of humans.

It is argued that the transition of power as a process in 

itself would not possess the huge bulk of threat we are 

warning of in this issue. This is because the takeover 

would be collaborative and friendly, making it a handover 

rather than a takeover. It would also be incremental and 

not to be witnessed in one day. The majority of Homo 

sapiens would not even question the improvements 

and developments to our lives stemming from having 

someone more intelligent and efficient to govern and 

decide what is best for us. Additionally, the super-

intelligent AI agent who would eventually gain control 

might be of a human’s supercharged, downloaded brain 

and not only a robot making their authority an easier pill 

to swallow. According to this argument, the handover 

from the authority of humans to that of machines would 

look like the democratic transition of power taking place 

in our contemporary world. It will be painless, gradual 

and built upon consent, a smooth transition to machines’ 

hegemony.8

This peaceful scenario is not a utopian one; it is based 

on a rather rational analysis of the state human beings 

would have reached by the time natural selection among 

AI agents had already taken place and determined 

whom to survive. To begin with, competition among AI 

developers would lead them to lower safety standards. 

In their contest to develop the latest and most advanced 

systems of AI, some developers would prioritize 

performance and speed over safety standards in order 

to gain a competitive edge. The “race to the bottom” 

scenario is then one of the reasons humans would not try 

to stop the process of AI development and its control over 

humans. While some developers of AI might seek safety 

and ethics, others with tendencies to design systems with 

selfish traits, intentionally or unintentionally, meaning 

that a paved way will be given to selfish AI behaviour. 

Accordingly, competition incentivized by economic gains 

is considered one of the motives behind the peaceful 

transition of power that would take place between 

humans and machines.9

The second reason behind the peaceful handover process 

is the already lost trust between people and political 

experts. Public trust in experts and political institutions 

is noticeable in different parts of the world, which can be 

attributed to a myriad of reasons. Political polarization 

among different political ideologies is becoming extreme, 

leading to extreme scepticism and reducing trust in 

political experts who are seen as the perpetrators of such 

a situation. The rise of populist leaders has further eroded 

trust in political elites, and the spread of misinformation 

and fake news is definitely playing an undermining role 

in the credibility of the current world’s leaders. Increasing 

instances of political scandals and rising economic 

inequality further reinforce the perception that those 

who are ruling are incompetent and unreliable. All this 

contributes to the loss of trust in politicians as humans 

would find a safe haven in AI.

The alarming part then does not lie in the handover of 

power; rather, it is the post-takeover phase in which 

danger is found. The prospect of AI government does 

not guarantee a peaceful and prosperous future; rather, 

it introduces potential risks of conflicts and clashes. 

While AI agents would possess newly acquired human 

traits like selfishness, self-interest, and ambition, their 

higher intelligence levels might act as a shield against 

catastrophic decision-making. Nevertheless, it is 

important to recognize that the rapid advancement of AI 

technology, combined with access to highly sophisticated 

weaponry such as nuclear and future advanced systems, 

poses significant concerns. These apprehensions stem 

from the potential consequences arising from the 

interplay of superintelligence and undesirable human 

behaviour, reminiscent of humanity’s early history 

marked by a “state of nature”.10
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The distinct starting point of AI governance, based on 

vastly superior levels of intelligence, may diverge from 

our historical experiences; however, the presence of 

selfishness, competition, ambition, and self-interest raises 

legitimate worries. Implications of AI governance require 

a nuanced understanding of the complex relationship 

between intelligence, technological progress, and 

undesirable traits of humans. While super intelligence 

holds the potential for optimal decision-making and 

problem-solving capabilities, the coexistence of advanced 

technology and unfavourable human traits can be a cause 

for alarm. The experience of mankind, which would be 

lacking by the new world governors of AI agents, taught 

us that unchecked competition and ambition have led to 

conflicts and turmoil in human societies. The advent of 

AI governance with advanced technological capabilities 

raises the stakes as it could amplify the scale and speed 

of conflicts. 

THE COUNTER ARGUMENT

Notably, a future characterised by a dominant ASI is still 

a debated, hypothetical idea based on some scholars’ 

predictions. However, others falsify this argument 

claiming that machines would never have the capacity to 

govern humankind, at least without direct interference 

from their developers. Scholars who defy the future 

dominance of AI machines base their argument on a 

more or less philosophical stance. In other words, they 

do not neglect the fact that it is plausible that one day, 

AI might reach certain developments with standards 

of intelligence that surpass that of human beings. The 

keyword of the counter-stance is “consciousness”. It is 

claimed that we would never develop an AI machine with 

consciousness. Hence, when it comes to the arguments 

of AI’s future dominance, the pitfall lies within the 

misunderstanding or even ignorance when it comes to 

what is meant by consciousness. One of the problems 

concerning AI and the nature of the future we would be 

facing with ASI is the flawed definitions we have in mind 

of terms such as “consciousness”, “soul”, “intelligence”, and 

others which are the determinants of humanism in its 

entirety. AI agents cannot be provided with consciousness 

even if they reach a level of superintelligence because 

consciousness is not a way of thinking or apprehension; it 

is the very own stuff of thought.11 It contains many things 

and everything. Proponents of such a stance, such as 

John Searle, define consciousness as follows:

“Consciousness consists of inner, qualitative, subjective 

states and processes of sentience or awareness. 

Consciousness, so defined, begins when we wake in the 

morning from a dreamless sleep - and continues until 

we fall asleep again, die, go into a coma or otherwise 

become “unconscious.” It includes all of the enormous 

variety of awareness we think of as characteristic of 

our waking life. It includes everything from feeling pain 

to perceiving objects visually, to states of anxiety and 

depression, to working out crossword puzzles, playing 

chess, trying to remember your aunt’s phone number, 

arguing about politics, or just wishing you were 

somewhere else.” 12

According to this definition, consciousness is not a 

matter of information processing. Searle asserts that 

it has more to do with biological matters, and it is not 

only a computational programming. It includes feelings, 

subjectivity, pleasures, and beliefs. For reasons such as 

those mentioned above, we cannot have computers with 

brains similar to those of humans. It goes that we cannot 

limit human brain and intelligence to computational 

techniques and algorithmic understandings. An essential 

part of the argument that falsifies ASI’s future dominance 

is the non-computational characteristics of the human 

mind. Despite the fact that this argument holds some 

sense, meaning that it is true that the new creatures 

would not resemble human beings in every trait they own, 

especially the consciousness dimension. Nevertheless, it 

focuses exclusively on the philosophical debate without 

paying much attention to the scientific part. They claim 

that once AI agents self-develop their identities, they 

would still be incapable of mastering rulership, which 

humans have monopolised for ages. Their argument 

does not hold any scientific reference, such as offering 

an alternative for the “AI, AGI, and ASI” path provided by 

scholars of Dataism and Singularity.13

Importantly, if we hold its hypothesis as accurate, we 

still need to ask if we even need such characteristics of 

consciousness for rulering? Or is superintelligence just 

enough to dominate? Accordingly, the “consciousness” 

explanation might hold some validity, but includes 

deficits that keep it disqualified from competition as a 

theory for the future. 

CONCLUSION

Over the preceding decade, the nature of competition 

between humans and AI has undergone a profound 

transformation. This evolution has transitioned from a 
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contest centring around manual labour to a more intricate 

rivalry involving cognitive exertion, intellectual acumen, 

and ultimately, the quest for dominance. Scholars posit 

that a decisive juncture lies within the prospective 

occurrence of an “intelligence explosion”, wherein ASI 

would engender the capacity for autonomous self-

improvement, thereby engendering potential peril 

to humanity’s very existence. This apprehension rests 

largely upon the premise of an anticipated process of 

natural selection among AI entities, thus invoking an 

inquiry into the determination of fitness. Notably, the 

prevailing condition of “fitness” might favour those AI 

agents that have cultivated traits hitherto synonymous 

with human attributes such as self-interest and ambition. 

Consequently, this phenomenon would propel self-

interested AI agents into direct competition with human 

counterparts, thereby establishing a power dynamic 

where the former’s intellectual ascendancy surpasses 

that of the latter. Alternatively, some scholars advance 

the notion that the transition of power from human 

dominion to AI rule is an organic progression within the 

purview of natural selection.

Nevertheless, we argue that a peaceful and collaborative 

transition whereby humans relinquish authority 

in favour of AI governance as a consequence of 

competitive motivations and eroding trust in human 

competencies, would be the result — however, inherent 

peril lies ensconced within the repercussions of this 

envisaged metamorphosis. Contrary to conventional 

expectations, the envisaged conflict does not manifest 

as a confrontation between human and AI entities but 

rather as an internal strife amidst AI agents. This discord 

simulates a scenario akin to the state of nature, magnified 

by incorporating advanced weaponry coupled with 

superintelligence. 

Notably, some scholars offer a counter-narrative 

contesting the envisaged dominion of AI, asserting 

that despite exceeding human cognitive capacities, AI 

systems would lack specific attributes encapsulated 

by the concept of “consciousness”. This perspective 

underscores that the human mind surpasses the realm of 

computational machinery. Nevertheless, this argument 

is deemed invalid on account of its heavily philosophical 

underpinnings, which diverge from empirically grounded 

scientific tenets. It becomes evident that “consciousness” 

is not even important for global governance while 

superintelligence is sufficient for such a role.
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The rapid and transformative integration of AI into various 

domains of human life has an impact on society that goes 

far beyond technological innovations; it extends into the 

realm of human values and perceptions of our place in 

the world. As the technology reaches new heights of 

sophistication, we are also witnessing a fundamental shift 

in our understanding of intelligence, consciousness, and 

agency. What does it mean for the future of the human 

values that underlie our social order if AI 

systems are close to mimicking human 

intelligence, potentially one day becoming 

sentient yet at the same time based on the 

values and intentions embedded in them 

by humans, and in particular humans who 

have the power and capacity to shape 

technology? And how could this interaction 

between humans and technology, that is now being 

framed as an interaction between equal actors, challenge 

the idea of human exceptionalism that has influenced 

how we relate to our environment, non-human species, 

and even technological creations for centuries? 

The expanding role and impact of AI can be captured 

by viewing the technology both as an object and as a 

subject. As an object, advancements in AI research have 

led to the creation of innovative applications that are used 

to support and improve the efficiency of human activities 

and decision making across various sectors. As a subject, 

AI has also provoked intense scrutiny and negotiation 

among governments, industries and civil society 

stakeholders who continuously influence 

AI’s future development and utilisation 

through the establishment of regulatory 

and ethical frameworks, advocacy of 

specific algorithmic approaches as well as 

through cultural framing and narratives 

about AI.1 This influence, known as “social 

intentionality”, implies that AI systems might exhibit 

biases or preferences that mirror those of the people and 

cultures involved in their development. Given this, AI 

should be recognized as a “site of power”. This means that 

AI technologies hold significant influence and control 

By Sandra Ramzy
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over various aspects of society, such as decision-making, 

resource allocation, job markets, and social interactions.2

This paper addresses the question of how human 

interaction with AI can reshape human value systems and 

transform or disrupt social structures through exploring 

the implications of the symbiotic interconnection between 

technology and humans where each counterpart has an 

influence over the other; humans negotiate the purpose 

and future of AI and at the same time the technology 

itself presents a wide range of possibilities which demand 

interpretation from humans who then create different 

meanings, develop new knowledge, assumptions, and 

expectations of the technology.

UNDERSTANDING HUMAN VALUES AND 
HUMAN EXCEPTIONALISM

Throughout history, human values have played a 

significant role in shaping beliefs that drive political and 

cultural debates surrounding issues that determine the 

future of humanity. Economic systems are based on values 

such as individual freedom, innovation, mutual benefit 

and prosperity. Values also form the basis of different 

political systems that pursue varying levels of social vs. 

individual benefit as well as various distributions of power. 

They also influence how people perceive risks such as the 

risk of climate change or the decline of democracy. Values 

are essentially the principles that guide individual action 

with consideration to the interaction with other humans 

in society. In this sense, values, as they evolve and shift, 

can help us trace societal change over time.3 

According to Schwartz’s Value Theory there are ten value 

types that motivate behaviour, which are structured within 

four universal distinct clusters. These four overarching 

value types are openness to change (hedonism, self-

direction, and stimulation) which opposes another type 

that is conservation (security, tradition, and conformity) in 

addition to self-enhancement (achievement, and power) 

which conflicts with self-transcendence (universalism 

and benevolence). At first glance, these values and their 

potential conflicts already bring to mind one prominent 

debate surrounding the development of AI, which is 

whether the goal is to create AI systems that are able to 

learn intelligence themselves or if their autonomy should 

be more regulated and humans should be the ones 

to “feed” the systems with intelligence.4 Arguably, the 

debate demonstrates the conflict between self-direction 

and security, where self-direction aims for independent 

thought and exploration and security aims for individual 

or group preservation, as well as the conflict between 

power and benevolence, where some groups are clearly 

working to control and influence the direction of AI 

despite the potential risks for social welfare. 

SCHWARTZ’S VALUE THEORY 
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What this debate and its underlying value conflict also 

points to is the question of human importance and 

superiority. “Human exceptionalism”, also referred to as 

anthropocentrism, is the idea that humans are separate 

from nature and that our minds and souls make us 

“more than just animals”. Based on this line of thought, 

humans are at the centre (or the top) of the ecosystem 

and all other entities are seen as resources that serve 

human survival. This reveals two things that will be 

further explored throughout this paper; one is that the 

interaction between humans and AI is provoking a, both 

conscious and potentially subconscious, reimagining of 

certain human values and two, that this reimagining is 

challenging the idea of human exceptionalism which has 

guided humanity for centuries.

SIGNALS OF VALUE CONFLICT

Machine Innovation vs. Human Agency

As AI’s potential to enhance decision-making and 

efficiency is demonstrated in various spheres of life, 

including workplaces, healthcare, and even social 

interactions, its capacity to challenge traditional notions 

of human agency and individual autonomy has been 

subject to concern. The fact that AI-powered chatbots 

and social media algorithms can evoke specific emotional 

responses through their tailored content has many 

serious implications. The way that this can influence 

consumer behaviour, opinions, and even political 

decisions, raises questions about the extent to which AI 

manipulates human emotions and autonomy - and these 

are only initial reflections about a technology that is still 

in its early stages.

To see an example of the direct impact that AI has 

on human thought and behaviour one only needs to 

observe Gen Z’s relationship with AI algorithms on the 

plethora of social media platforms and applications. “Gen 

Z is a generation that doesn’t know a world where their path 

to discovery wasn’t shaped by their algorithms. Half of Zs 

say their algorithm knows their tastes and interests better 

than their own parents”, is a rather powerful commentary 

on the current situation.5 Although algorithms are mostly 

influenced by our current interests, they also suggest 

personalised content based on these interests and with 

this comes the risk of being exposed to filter bubbles or 

echo chambers i.e., more of what we are looking for. Now, 

while this can also be applied to many other areas of life 

where AI is not integrated (humans have always formed 

“bubbles” or small networks through work, events etc.), 

the speed at which it happens on social media platforms 

is unprecedented. More importantly, unlike real life, 

algorithms on platforms such as TikTok are created with 

a clear objective to increase time users spend on the app 

regardless of what the content they consume is. When 

the content in question is, for example, related to mental 

health or relationships, the conflict of interest then 

becomes more apparent. 

If we conceive of human agency as an existential matter, 

one of survival and freedom, then this struggle between 

machine innovation and human agency can be framed as 

a conflict between openness to change and conservation 

(between self-direction and security). However, it is 

interesting that our understanding of human agency and 

autonomy, as well as achievement and power, and how 

we work towards them in this new era is also shifting. 

If we perceive AI as an extension or product of human 

intelligence and creativity, which it is in many ways, then 

advocating for the freedom to further develop it seems to 

be in line with openness to change and self-enhancement 

values. But the reality is that we still do not know enough 

to determine whether AI innovation and human agency 

are mutually exclusive and how conceptions of agency 

could transform in the future as a result of our interaction 

with AI. Within the many unknowns, endless possibilities 

that speak to humans’ desire for exploration, discovery 

and advancement still exist.

Power and Efficiency vs. Well-being

It is difficult to evaluate human interaction with AI 

without considering the broader socioeconomic context, 

i.e.: capitalism. Like most technologies that were created 

to add value and save time, the benefits and costs of AI 

are expected to fall disproportionately across society. 

Some experts fear that profit and power incentives will 

continue to drive digital systems and that AI applications 

will be used to control rather than empower people to 

act freely, share ideas and protest injustices.6 While there 

is some overlap between this and the previous conflict 

between innovation and agency (with agency often being 

a means for achieving well-being), in this conflict, actors’ 

pursuit of power and efficiency may not necessarily align 

with the pursuit of innovation. One pertinent example 

of the consequences of this type of conflict that exists at 

present is the impact of fossil fuel lobbying on climate 

policy progress.7 Under capitalism, the values that shape 

a huge part of our reality are those of corporations and 

states who, throughout history, have often co-opted new 

technologies with aspirations for control and dominance. 

However, the question is not whether AI will improve 

our lives or exacerbate existing inequalities, because it 
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will likely do both simultaneously, but rather it is about 

where we might end up if we continue valuing power 

and efficiency over general well-being at this scale. 

Proponents of digital utopianism, an idea that was mostly 

prominent in the 1990s, believed that the internet would 

put some power back into the hands of 

people, giving them platforms to express 

themselves in public and allowing for 

a society built on individual freedom 

and expression. While some believed 

that technology would be a sufficient 

catalyst for social order and justice, we 

now know that the internet is merely 

a reflection of our society; millions of 

voices, some louder than others, with power struggles 

and economic incentives clearly influencing almost every 

interaction.8 AI, in its numerous potential applications, 

will likely be the same.  

Human Centred vs. Technology Centred

Taking into consideration the aforementioned value 

conflicts, machine innovation vs. human agency and 

profit and efficiency vs. well-being, it seems that the 

ultimate shift is taking us from a human-centred world 

to a technology-centred world where technology 

transcends being a tool and becomes an integral part 

of the human experience, shaping societal structures, 

cultural norms, and personal behaviours. Although we 

have not yet reached the point where AI has a full range 

of human traits, including consciousness, developments 

are moving in that direction faster than we can determine 

exactly how this will affect us. In various creative works, 

AI and robots are depicted as cold, power-hungry beings 

that seek to dominate humans but what if AI evolves to 

treat humans better than they treat each other? As AI 

becomes more human-like and develops the capacity to 

understand and respond to human emotions effectively, 

emotional connections between humans and robots, 

chatbots or other AI agents are likely to occur on a 

wider scale, challenging notions about conventional 

relationships and changing the frequency and way 

humans interact with each other.

There is also a clear interest in using AI to optimise 

our lives which not only includes the delegation of 

decision-making to machines but also potentially 

greater integration of humans and machines. With 

AI-driven advancements in neuroprosthetics, genetic 

engineering, and cognitive augmentation, individuals 

could potentially attain levels of intelligence, memory, 

and sensory perception that were once unimaginable. 

As humans incorporate technology into their bodies 

and minds, questions about autonomy, privacy, and the 

very essence of what it means to be human come to the 

forefront. 

Overall, the development of AI 

technologies and negotiation of their 

purposes is contributing to conflicts 

between different human values. 

Although this paper does not generalise 

or assign particular sides of the conflicts 

to specific actors, there is an overall 

trend of conflict between those who 

have the access and means to develop 

the technology and those who are affected by it but are 

not involved in its creation or associated decision making. 

BEYOND HUMAN EXCEPTIONALISM

While many of the value conflicts exacerbated by 

the rise of AI already exist in different domains at 

present, the technology’s capacity for human-like 

behaviour, sentiment and competition is provoking a 

reconceptualisation of what it means to be human and, 

with that, our understanding of other forms of intelligence 

is evolving and prompting a reevaluation of the inherent 

value we ascribe to humans. The transformation of our 

idea of human exceptionalism invites us to reconsider 

what defines us, what sets us apart, and how we navigate 

our relationships with technology, nature, and ourselves. 

If the most fundamental idea of human superiority is 

challenged, the purpose of the values that influence how 

we seek survival, achievement, benevolence and other 

pursuits by default changes. If humans are no longer 

the most intelligent, unique or moral beings, and there 

is now a sort of alternative upgraded version of the 

human species (one that we can tailor according to our 

preferences), then the survival and well-being of humans 

may cease to be society’s ultimate “official” objective. 

In recent years, conditions on our planet have already 

led to the rise of misanthropic ideas, or ideas rooted 

in a hate or distrust of humans. During the pandemic 

“Humans are the virus!” was frequently echoed as people 

expressed their frustration with human impact on the 

environment, as well as a loss of hope in a future where 

we could maybe do things differently. In “Would Human 

Extinction Be Tragedy?”, moral philosopher and radical 

environmentalist Todd May suggests that perhaps 

the demise of humanity would be “morally desirable” 

considering the unimaginable suffering that humans 

have inflicted onto the environment and other beings. 

What if Al evolves to 
treat humans better 

than we treat each 
other?
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What radical environmentalists and radical technologists 

have in common, Adam Kirsch argues, is that both their 

views reflect a sort of “New Misanthropy” that eagerly 

anticipates the end of humanity. 

On the one hand, the “anti-humanist” perspective 

adopted by some radical environmental organisations 

proposed that it might be worth it to sacrifice humans 

in order to save the environment and that the purpose 

of life is not to extend our lives and improve our well-

being at any cost. On the other hand, transhumanism, a 

movement which advocates for enhancing humans with 

technology, offers an alternative solution or escape from 

suffering.9 Although the objective of transhumanism is to 

extend and improve our lives, there are numerous ways 

this can be done, including those that many of us may not 

consider to be an “improvement”, for example, uploading 

your mind to live forever as AI. In the British series Years 

and Years Bethany, a teenager, confronts her parents with 

her desire to become transhuman and live forever as 

information.10 “Where I’m going there’s no life or death, 

there’s only data,” she says to her worried parents. To 

Bethany, becoming transhuman offers endless exciting 

possibilities and an escape from a dark and difficult 

world. To her parents and many readers in the present 

day this is essentially suicide, potentially even homicide 

if we consider the companies getting paid to “upload” her 

consciousness. 

If we compare the two perspectives, anti-humanism and 

transhumanism, the latter seems more in line with the 

world’s trajectory, and less morbid depending on how it 

unfolds. In the coming years, we can expect to see a more 

pronounced growth in transhuman ideology proposing 

that the blurring of lines between humans and machines 

does not need to be an entirely negative transformation, 

nor a cause for existential fear. In fact, many writers 

and thinkers have been imagining the possibilities of 

this from as early as the 1970s and 80s. In “A Cyborg 

Manifesto”, Donna Haraway proposes that the blending 

between humans and machines, and reconceptualisation 

of traditional categories, could actually be empowering, 

especially for marginalised groups. She suggests that 

instead of trying to fit into old ideas of what it means to 

be human, we can embrace this new way of thinking and 

use technology to help us express ourselves and connect 

with others in new and exciting ways. Although this may 

be an idealistic take on a rather complex transformation, 

transhumanism does open up new avenues for profit-

making and thus will likely come with its own wave of 

advocacy and advertising.

THE SOCIAL IMAGINARY

The analysis thus far has demonstrated how human 

interaction with AI will be a catalyst for certain value 

conflicts and how the root of these conflicts will ultimately 

lead to a reevaluation of human exceptionalism, 

potentially ushering us into an era where transhumanism 

is a likely human response to the growing power and 

influence of AI technology, as well as to persistent 

social issues. It also explained that the narratives about 

the technology play an important role in shaping its 

trajectory. Adding to this, we must then consider the 

most dominant actors in this process, also known as the 

“social imaginary”.

The concept of the social imaginary refers to the collective 

and often unspoken beliefs, values, and assumptions 

that shape a society’s understanding of the world and 

its place within it. As AI’s influence grows, the narratives 

surrounding it are not solely based on technical realities 

but are deeply intertwined with societal hopes, fears, 

and aspirations. These narratives reflect and reinforce the 

broader social imaginary by projecting cultural values, 

ethical concerns, and expectations onto AI’s development 

and impact. Whether portraying AI as an emancipatory 

force or a harbinger of dystopia, the narratives that 

emerge reflect the underlying societal beliefs and offer 

insights into how people envision their relationship 

with technology and its implications for human identity, 

autonomy, and agency.

Because AI is a site of power, different actors are 

struggling to influence the direction of its progress as well 

as determine its utilisation. And because of AI’s influence 

on human values, whoever has more control over the 

technology will have a level of control over human 

behaviour that we do not yet have a full understanding 

of. There are powerful actors that influence whether we 

perceive the expansion of AI as a positive or negative 

phenomenon. These actors are involved in reshaping 

human values and play a big role in forming the consensus 

on the purpose and direction of the technology.

Elites possess the capacity to exploit AI through the 

strategic control of narratives and cultural framing 

surrounding the technology. This manipulation of 

perceptions and discourse enables them to mould 

public understanding and attitudes towards AI in ways 

that align with their vested interests and objectives. 

Through this manipulation, elites can wield significant 

influence across multiple dimensions. Firstly, they can 

define societal norms and expectations related to AI 

by strategically shaping narratives that emphasise the 

technology’s potential benefits while downplaying 
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potential risks. Moreover, elites can exert a powerful 

impact on policy and regulation, using their control 

over narratives to advance particular policy positions 

that align with their preferences. This influence extends 

to research agendas and innovation trajectories as well, 

with elites steering resources towards projects that 

resonate with their goals, potentially stifling alternative 

avenues of inquiry. By shaping perceptions, elites can 

elevate specific AI companies and initiatives, effectively 

branding them as frontrunners and attracting further 

investment. Additionally, the ability to mitigate public 

concerns about AI’s impacts is within the grasp of elites, 

who can strategically frame the narrative to alleviate 

apprehensions that might otherwise lead to heightened 

scrutiny and regulation. Such narrative control can 

perpetuate existing power dynamics, maintain cultural 

hegemony, and distort public perception of AI’s realities, 

ultimately enabling elites to shape the AI landscape in 

their favour. 

CONCLUSION

As we navigate the uncharted waters of AI integration, 

we find ourselves facing a profound transformation that 

resonates beyond the realms of technology, extending 

to the very core of human values and beliefs. The once 

well-defined boundaries that separated humans from 

technology blur as AI systems demonstrate capabilities 

mirroring our own. This transformation prompts us 

to question the attributes that define us as human 

beings and reconsider our understanding of human 

exceptionalism as well as our relationship with the 

technological landscape we are co-creating.

While this presents us with many exciting possibilities 

it also demands close attention to how our values 

are being reshaped. Agency, desire for achievement, 

power, connection and capacity for benevolence are all 

significant facets of society that, with radical change or 

imbalance, have the potential to make or break social 

order. Therefore, it is not only crucial to evaluate the 

impact of our interaction with AI on these aspects, but 

also to be critical and wary of the potential exploitation of 

this social transformation by societal elites. As this paper 

has highlighted, these elites or hegemonic actors possess 

the means to shape narratives and cultural framing 

around AI to serve their interests. 

This gives them the power to exert significant influence 

over public perceptions, societal values, and even 

individual behaviours; therefore, the power to shape our 

collective future.

It is imperative then to recognize the risks inherent in 

allowing such unregulated control over the narrative 

surrounding AI’s transformative potential. Aside from 

transparency and regulation, fostering a culture of critical 

engagement with AI narratives is perhaps one of the most 

important ways to prevent the uncontrollable escalation 

of harm. Nurturing a technologically literate society that 

can understand, question, and actively participate in 

shaping AI’s trajectory is essential. Finally, by collectively 

participating in shaping the AI narrative and its impact, 

we can work to ensure that the transformational power 

of AI aligns with the broader interests and aspirations of 

humanity as a whole.
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“Tell me a technology that cannot be used for 
something evil, and I’ll tell you a completely useless 
technology that cannot be used for anything” 

Julian Togelius
Computer scientist at N.Y.U. 

THE RISE OF AI 
REGULATION
How Are Governments 
Preparing for the Future? 

The risks that accompany the rapid growth of AI including bias, 

discrimination, and privacy breaches have prompted growing 

discussions about the need to regulate AI. There are many reasons 

to regulate AI. First of all, AI could be biased, which could lead 

to biased or unfair results. Because of these risks, more people 

think that AI needs to be regulated. In terms of international 

AI regulation, the U.S., EU, U.K., and China are among the 

frontrunners. These countries are working together to define the 

potential dangers and benefits of AI and to develop a regulatory 

framework to minimize the former while maximizing the latter.

However, there is ongoing debate about the proper way to 

regulate AI. Some believe that strict control of AI is required to 

mitigate the technology’s potential risks. While others argue that 

AI rules should be changeable in order to foster creativity and 

advancement. As a result, this paper will address the reasons 

for the need of AI regulation, the top countries implementing 

AI regulation and their various methodologies, and the 

identification of the best strategy to regulate AI.

By  Pacinte Abdel  Fattah
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WHY IT IS NECESSARY TO REGULATE AI? 

AI is progressing rapidly and has the potential to 

transform many facets of human life. The ethical and 

safety concerns that AI brings, however, have prompted 

calls for legislation. AI control is still in its early stages, but 

the subject is important and should be paid attention 

to. According to Stanford University’s 2023 AI Index, 

37 AI-related laws were passed around the world in 

2022 compared to one in 2016, suggesting that efforts 

to govern AI are picking up speed. The United States 

enacted nine legislations, followed by Spain with five and 

the Philippines with four.1

AI has had a promising couple of years, with the release of 

OpenAI’s ChatGPT in 2022 and Microsoft’s plans to invest 

$10 billion into OpenAI in early 2023. Adding ChatGPT 

to widely used programmes like Microsoft Office would 

hasten the industry’s already rapid use of AI. According to 

forecasts, the global revenue of the AI market is expected 

to increase by 19.6% this year, reaching $500 billion.2 An 

equal amount of attention from regulators has been paid 

to the rapid spread of AI.  

Since ChatGPT gained popularity, people have been 

interested in and concerned about what these potent AI 

tools can achieve. It has been suggested that generative AI 

could alter how productivity tools and creative assistants 

operate. But they are already showing signs of harm 

and misuse. Generative models’ capacity to create false 

information raises the risk of them being weaponized as 

advertising and scamming tools. Comparisons seem to 

be everywhere these days, with many officials claiming 

that AI is more harmful than nuclear weapons, and 

top AI executives comparing their product to nuclear 

energy. And a group of industry leaders warned that AI 

could pose a threat to humanity comparable to nuclear 

conflict. Some worry that hyperintelligent systems could 

eventually learn to write their own computer code, escape 

human control, and decide to exterminate humanity. 

The creators of this technology, who are requesting 

governance and regulation, share this fear.3

Indeed, last May, dozens of AI industry leaders, academics, 

and even some celebrities called for a reduction in the risk 

of global extinction due to AI, arguing in a brief statement 

that the threat of an AI extinction event should be a top 

global priority. Signatories included OpenAI CEO Sam 

Altman, the so-called “godfather” of AI Geoffrey Hinton, 

United States

38%

Other 

17%

United Kingdom

8%

Philippines

17%

Spain 

21%

Share of AI Regulations Passed Into Law in 2022

Source: Artificial Intelligence Index Report 2023
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and senior executives and researchers from Google 

DeepMind and Anthropic, as well as Microsoft’s Chief 

Technology Officer. Hinton pointed that these machines 

could become smarter than humans, and 42% of CEOs 

polled at the Yale CEO Summit believe that AI has the 

potential to destroy humanity within five to ten years.4

In addition, numerous lawsuits have been launched 

against AI companies in recent years, alleging a variety 

of violations, including copyright infringement, in which 

several artists have sued AI companies for using their 

copyrighted work to train their generative AI systems. For 

example, two class-action lawsuits filed against OpenAI 

and Google alleging that the companies violated the 

privacy of millions of internet users by using their social 

media comments to train their conversational artificial 

intelligences. Another example is Getty Images which 

sued Google last July, alleging that Google’s use of Getty 

Images in its Image Search results violated copyright 

law. Getty argued that Google’s commercial use of the 

images did not constitute fair use because Google did 

not contribute anything new or transformative to the 

images.5

All of these concerns stated by AI professionals and 

allegations brought against AI corporations prompted 

the signing of an open letter by numerous technologists 

calling for a six-month halt on work on the most 

advanced systems to give time for new safety standards 

to be developed. For now, the same businesses who are 

leading the drive into AI claim, are also attempting to rein 

it in. OpenAI announced in July that it was forming an 

internal team to begin investigating methods to control 

superintelligent computers, which it believes will be 

available this decade. Its recommended solution is a new 

AI system to control the AI.6 Governments have also been 

deliberating on laws, with the EU leading the way with 

the most comprehensive legislation.

THE RACE BETWEEN COUNTRIES TO 
REGULATE AI 

AI legislation is a major topic of interest and debate all 

around the world. Governments, legislators, and experts 

were attempting to find a balance between encouraging 

innovation and guaranteeing the ethical use of AI to 

protect persons and society. Countries are currently 

racing to regulate AI, and the approaches of the countries 

that are leading in AI legislation, including the EU, the 

U.S., the U.K., and China are not the same. 

EU HAS THE MOST PROGRESSIVE AND 
COMPREHENSIVE AI REGULATION

The GDPR: Safeguarding Privacy in the Digital Age was 

passed in 2018, marking the beginning of the EU’s first 

attempts at regulation. The GDPR brings opportunities 

and difficulties for consumers, organisations, and 

regulators alike while also representing a significant 

step forward in the establishment of comprehensive 

and harmonised data protection regulations. The GDPR 

intends to harmonise data protection regulations 

among EU member states and give people more control 

over their personal information. Protecting people’s 

fundamental right to privacy, promoting open data 

processing practises, and harmonising rules across the EU 

to enable the free flow of data inside the single market 

are some of its main goals. The GDPR has an impact 

outside of the EU because it requires businesses to follow 

certain guidelines when handling the personal data of EU 

individuals. Other jurisdictions have updated or passed 

comparable data protection legislation in response to 

this extraterritorial reach.7

The GDPR is a significant step towards protecting privacy 

in the digital era, but it also emphasises the need for 

ongoing discussion and proactive modifications to 

maintain its applicability and effectiveness in a quickly 

evolving environment. The first AI law in the world 

was presented at precisely that time by the European 

Commission in April 2021. The goal of the law is to preserve 

people’s fundamental rights while minimising the threats 

that AI poses. The proposed regulation will outlaw AI 

systems that take advantage of people’s weaknesses or 

influence human behaviour. Both predictive policing 

and real-time facial recognition in public places will be 

outlawed because they infringe on fundamental rights 

and put large swaths of the populace under permanent 

surveillance. A tight regulatory framework will also be in 

place for AI systems that may prevent some people from 

accessing government benefits or jobs.8

The EU’s proposed law, which regulates the creation and 

application of AI systems, has severe criteria for “high-risk” 

AI applications like those found in banking, education, 

and human resources. At the time of its passing, it will be 

the first law of its kind anywhere in the world. The AI Act 

is shaping up to be the “GDPR for AI”, complete with firm 

fines for noncompliance, extraterritorial reach, and a wide 

range of mandated obligations for businesses that create 

and use AI. Any business operating in or selling into Europe 
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must be aware of the Act’s far-reaching implications and 

take actions to comply with its provisions. The regulation 

employs a risk-based methodology in which systems are 

categorised as having low or minimal risk, limited risk, 

high risk, or unacceptable risk as follows: 

•	 Low-risk systems: The majority of systems presently 

on the market are low- risk such as spam filters and 

video games with AI. These systems are not obligated 

by the rules in their present form, but they must 

comply with existing laws.

•	 Systems with limited risk:  Users must be informed 

that they are interacting with an AI system, that an 

AI system will be used to infer their characteristics or 

emotions, or that the content they are interacting with 

has been generated using AI. These include chatbots 

and deepfakes.

•	 High-risk systems: Systems that can significantly 

affect a user’s life expectancy. Before being deployed 

on the EU market, these systems must adhere to 

stringent requirements, including risk management 

and data governance requirements.

•	 Systems with unacceptable risk: Such as those 

that manipulate individuals without their consent 

or facilitate social scoring, as well as real-time and 

post-remote biometric identification systems, are 

prohibited from sale on the EU market.9

The EU’s approach to AI regulation is based on a number 

of principles, including proportionality, accountability, 

transparency, explainability, and ethics. It is anticipated 

that the AI Act will have a significant impact on the 

development and application of AI in the EU. Additionally, 

the EU recently enacted the DMA, which imposes 

obligations on so-called digital gatekeepers, such as US 

tech giants, to restrict their dominance and safeguard 

competition, and the Digital Services Act, which lays out 

guidelines holding online platforms accountable for the 

content they host. The development of AI is propelling 

Europe even further in this direction.10

Some have criticised the law, claiming that it is too strict 

and that it will limit the evolution of technology and stifle 

innovation, a sentiment shared by European companies. 

In a letter to the European Commission in June, 150 of the 

bloc’s largest companies also warned that the law could 

hinder the bloc’s economy by preventing companies 

from freely utilising vital AI technology.11

The AI Act is still being negotiated by the European 

Union’s European Parliament and Council. It will likely go 

into effect by the end of 2023. After it is enacted, there 

will likely be a two-year implementation period before it 

is enforced, indicating that it will likely be implemented in 

2025. In a three-way negotiation between the European 

Parliament, the European Commission, and the Council 

of member states, a final version of the law must be 

hammered out, leaving space for modification. 

According to the most recent updates on the ongoing 

debates on the EU AI Act, the law defines considerations 

to be addressed for small and medium-sized enterprises 

and start-ups. These include relaxing the requirements for 

documentation and granting them unrestricted access to 

regulatory sandboxes.12

Moreover, The EU AI Act is addressing the rise of 

foundation models and generative AI, emphasizing 

real-time AI policy monitoring and compliance. The 

EU has revised the Act to include specific provisions 

addressing these technologies. The Act now mandates a 

set of obligations for providers of foundation models and 

generative AI to ensure safety, ethics, and transparency. 

The updated EU AI Act is a response to the dynamic nature 

of foundation models and their widespread applications. 

The obligations cover various aspects of model 

development, data usage, compliance, transparency, and 

more. The Act aims to strike a balance between enabling 

innovation and addressing potential risks associated with 

these advanced AI technologies.13

In contrast to the EU, the US lacks significant AI-related 

legislation. Nevertheless, numerous federal agencies are 

currently debating how to best regulate AI. 

THE US IS IN THE EARLY STAGES OF 
LEGISLATION

The U.S. lags far behind Europe, where legislators are 

preparing to enact an AI law this year that would place 

new restrictions on the technology’s riskiest applications. 

In contrast, there is significant disagreement in the US 

regarding the best way to manage a technology that many 

American legislators are still attempting to comprehend. 

While some companies have stated that they embrace AI 

regulations, they have also argued against European-style 

strict regulations. Regulatory agencies are beginning to 

regulate certain AI-related issues. 
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The U.S. is still in the early phases of AI regulation 

development. Existing federal laws and regulations touch 

upon certain aspects of AI, such as privacy, security, and 

anti-discrimination. However, there is no comprehensive 

federal legislation dedicated solely to AI regulation. A non-

binding “Blueprint for an AI Bill of Rights” was introduced 

by the White House in 2022. It outlines a number of 

principles for the responsible development and use of AI, 

as well as five principles for the design, deployment, and 

development of AI systems, with a focus on aspects such 

as safe systems, algorithmic discrimination protection, 

data privacy, notice and explanation to users, and human 

alternatives.14

Furthermore, there is another regulation which is the 

Algorithmic Accountability Act (AAA), reintroduced 

in 2022, which seeks binding assessments of bias and 

effectiveness for automated systems used by companies. 

Companies with significant income and data control who 

use automated systems for crucial decisions must provide 

the Federal Trade Commission (FTC) with supporting 

information. The FTC might inspect AI systems, create 

rules and reports on emerging trends in AI. The AAA’s 

introduction demonstrates politicians’ intentions to 

address AI-related concerns, even though its passage is 

unclear. Additionally, some US governments are using 

municipal legislation to combat the harm caused by AI. 

State-level initiatives try to reduce the risks connected 

with AI, while enforcement may be postponed.15

Recently, task Force Lima was established to oversee the 

responsible application of generative AI technologies, 

particularly large language models (LLMs), under the 

direction of Deputy Secretary Kathleen Hicks of the DoD. 

It aims to focus on national security and minimise risks, 

the force wants to incorporate AI tools across the DoD, 

following studies from Stanford and Purdue Universities 

that raised questions about the accuracy of LLMs and the 

possibility of inaccuracy, this has been done.16

Moreover, the FTC focuses primarily on privacy 

protection, and is anticipated to intensify its efforts 

against “dark patterns”, or deceptive user interface 

designs. This contributes to the larger objective of 

protecting consumers from deceptive AI technology 

and is consistent with the EU’s AI Act and GDPR, which 

target manipulation and automated data processing, 

respectively, with the DMA extending the latter. It is 

anticipated that the FTC will play a prominent role in AI 

regulation, pursuing legal action against corporations 

involved in algorithm-related controversies. It is expected 

to address issues such as privacy violations, dark patterns, 

and deceptive technological tactics. It has already taken 

legal action against Facebook (Meta) and other entities 

for algorithmic violations.17

Additionally, the National Institute of Standards and 

Technology (NIST) is an organisation devoted to AI 

research and standards that is instrumental in the 

development of benchmarks and AI standards. NIST is 

tasked with reevaluating federal agencies’ AI deployments 

to ensure conformity with the order’s principles, which 

reflect American values and laws. Agencies must make 

public their non-classified and non-sensitive AI use 

cases, excluding national security and defence. These use 

cases will be incorporated into NIST’s evaluation process, 

influencing future frameworks for government AI use.18

To sum up, the FTC, NIST, and the U.S. Congress are 

working together to develop AI regulations with an 

emphasis on both aspirational ideas and legally binding 

standards. In the upcoming years, AI regulation in the 

U.S. is probably going to continue to advance. The U.K., 

like the U.S., does not have a formal AI regulation but has 

shown support for one.  

THE UK ADOPTED A PRO-INNOVATION 
APPROACH 

The U.K. has recently released a joint report that proposes 

a pro-innovation approach to AI regulation in the UK. This 

approach to AI regulation is context-sensitive and focuses 

on the use and impact of the technology. The government 

seeks to define fundamental principles such as openness, 

equity, safety, security, privacy, accountability, and 

redress mechanisms. Regulators are responsible for 

developing appropriate enforcement strategies and will 

tailor regulations to specific industries. Four principles 

underpin the U.K.’s approach: context-specific regulation, 

pro-innovation and risk-based focus, coherence via cross-

sectoral principles, and a proportionate and adaptable 

regulatory strategy.19

Using a collaborative approach between government 

departments, technical experts, and investments in 

education and infrastructure, the government intends to 

position the U.K. as a prominent AI power over the next 

decade. In 2023, the emphasis will be on AI governance, 

including procurement guidelines for the public sector 

and sector-specific regulations that have been made 

effective by the participation of industry experts. 

However, in the absence of a central body addressing 
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direct AI harms, vulnerable groups may not be protected. 

Current anti-discrimination laws do not adequately 

encompass the impact of AI on marginalised groups, 

according to research. Although there is no specific AI 

legislation, the government is taking steps towards AI 

regulation by emphasising sector-specific approaches 

and transparency. In the context of present laws, the 

financial services industry is a notable example where AI 

regulation is being considered.20

The U.K.’s regulatory efforts strike a balance between 

innovation, transparency, and consumer protection, but 

it may differ from the EU’s AI Act by remaining industry-

focused rather than centralised. The British approach to 

AI regulation differs from the EU. The EU has proposed a 

comprehensive AI regulation that would cover all high-

risk AI systems. The U.K., on the other hand, takes a more 

targeted approach, focusing on regulating AI systems that 

pose a significant risk to people or society. The framework 

seeks to prevent innovation from being hampered by 

ambiguous compliance guidelines, and regulators are 

expected to collaborate in communicating expectations 

to businesses and providing clear guidance on applicable 

requirements. Like the U.K., China is trying to implement 

a regulation that balances between innovation and 

the good use of AI, and that the potential risks of AI are 

mitigated.

CHINA IS SETTING A PRECEDENT IN AI 
REGULATIONS 

Although China’s AI regulations are still being developed, 

they represent a significant advancement in the 

establishment of a responsible AI ecosystem. The Personal 

Information Protection Law (PIPL), which is the country’s 

first comprehensive law on the protection of personal 

data, is one of China’s most significant AI regulations. 

It applies to any organisations that gather, handle, or 

make use of personal data, including AI systems. The PIPL 

guarantees individuals’ rights to access, rectification, and 

deletion of their personal data as well as the requirement 

for organisations to acquire people’s informed consent 

before collecting their personal data.21 The Regulations 

on the Administration of New Generation AI, which 

control the creation, testing, application, and export of AI 

systems in China, are another significant AI policy. They 

forbid the use of AI systems for harmful or discriminatory 

reasons and require them to be safe, dependable, and 

controllable.

China took the lead in establishing and enforcing a 

number of regulatory measures at the national, regional, 

and municipal levels in 2022 and 2023, helping to shape 

global AI rules. These measures include China’s Deep 

Synthesis Provisions, which are intended to improve 

oversight of deep synthesis technology and services. 

They are applicable to both deep synthesis technology 

consumers and service suppliers. The rules encompass a 

number of topics, including the development, replication, 

dissemination, and transfer of information through 

deep synthesis. The regulations attempt to control the 

entire process, from creation to distribution, which may 

have an impact on the public of China’s access to AI-

generated information. The Internet Information Service 

Algorithmic Recommendation Management Provisions 

is another regulation that deals with personalised AI-

based suggestions for mobile apps. It requires that 

service providers respect user rights, protect minors, 

and provide users control over their personal data. For 

instance, organisations must provide customers with 

opt-out options when notifying them about algorithm-

based recommendations and are not permitted to charge 

users differently based on their attributes. The rules also 

cover topics including the spread of false information and 

special protection for the elderly.22

On August 15th, the Chinese Cyberspace Administration 

(CAC) enforced the Measures for the Management of 

Generative AI Services. The most recent version of the 

regulation mandates registration and privacy, copyright, 

and security inspections for service providers. The 

Measures apply to services that produce text, images, 

audio, and video for the general public in China using 

generative AI technology. Certain industries, such as 

news, filmmaking, and the creation of art, may be subject 

to different rules. The rules stress the significance of 

striking a balance between growth and security, fostering 

innovation, and maintaining legal oversight of generative 

AI services. Several provisions outline the types of content 

that are prohibited, such as content that endangers 

national security, promotes discrimination, infringes on 

intellectual property rights, or violates individuals’ rights 

and privacy.23

Additionally, on August 8th, China’s CAC published a 

draft set of rules intended to control the use of facial 

recognition technology. In particular, the law aims to limit 

enterprises’ use of facial recognition technology in favour 

of non-biometric personal identification techniques.24

China is among the first to impose AI legislation, with a 

focus on topics like bias and transparency. The Chinese 
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government’s approach to AI regulation is currently 

evolving, other jurisdictions may in the future look to 

China’s legislation given its proactive stance. 

WHAT IS THE BEST WAY FOR AI 
REGULATION? 

Countries have varying approaches to AI regulation, 

but they share some similarities on which they may 

collaborate. There is no universal approach to regulating 

AI, as different nations have different concerns and 

priorities. However, the following prevalent approaches 

have been taken:

•	 Risk-based regulation: This strategy concentrates on 

regulating AI systems that are deemed high-risk, such 

as those used in critical infrastructure or that make 

decisions that could have a significant impact on the 

lives of individuals. 

•	 Transparency and explainability: This approach 

necessitates that AI systems be transparent and 

explicable so that people can comprehend how they 

function and make informed decisions regarding their 

use.

•	 Accountability: This strategy requires AI systems to 

be accountable for their decisions, so that people can 

hold them liable for any damage they cause. 

•	 Human oversight: This strategy requires AI systems 

to be accountable for their decisions, so that people 

can hold them liable for any damage they cause. 

These common approaches can serve as a starting point 

for the development of a common regulatory approach 

to be implemented by an international AI regulatory 

agency. Combined with other forms of regulation, such 

as national laws, industry standards, and collaborations 

between governments and non-governmental 

stakeholders, the AI regulatory agency could provide a 
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more comprehensive and flexible strategy for addressing 

the countless challenges posed by AI. 

The establishment of such an agency will not be 

simple and will necessitate intensive negotiations and 

collaboration between the countries regulating AI 

and all the stakeholders. Governments, civil society, 

tech companies, scientists, ethicists, trade unions, and 

civil society organisations should all have a seat at the 

negotiating table which is essential to guarantee a 

comprehensive and inclusive regulation. Some aspects of 

AI governance are best left to governments, and it goes 

without saying that states must always retain the right 

to veto policy decisions. Governments must also protect 

against regulatory capture to ensure that tech companies 

do not use their influence within political systems to 

advance their own interests at the expense of the public 

interest. But an inclusive, multistakeholder governance 

model would ensure that the actors who will determine 

the fate of AI are involved in the rule-making processes.25

The AI agency can pool together experts with extensive 

technical, ethical, and legal knowledge of AI which can 

result in better-informed and more effective regulatory 

decisions, and it can keep up with the latest technological 

advancements and developments, making it better 

equipped to adapt regulations accordingly. Moreover, 

it can guarantee consistent and coherent AI regulations 

that are aligned with the specific needs and challenges 

of the technology, thereby avoiding conflicts with 

existing regulatory frameworks. It can adapt regulations 

to address new risks and challenges in a timely manner 

and has the authority to enforce regulations, investigate 

violations, and impose penalties, thereby improving 

accountability in the AI industry.26

Implementing a regulation that strikes a balance between 

regulating AI for safety and ethics while allowing 

innovation to flourish would be the primary objective 

of the agency. Instead of stifling progress, the agency 

should seek to foster responsible innovation. However, 

the agency’s regulations should be sufficiently flexible to 

accommodate the swiftly evolving AI landscape without 

compromising safety and ethical concerns.

CONCLUSION 

A problem as urgent as AI requires an original solution. 

Before policymakers create an appropriate regulatory 

structure, they will need to reach consensus on the 

fundamental principles governing AI. First and foremost, 

any governance framework must be precautionary, 

adaptable, inclusive, impermeable, and focused. Using 

these principles as a foundation, policymakers should 

create at least three governance regimes that overlap: 

one for establishing facts and advising governments 

on the risks posed by AI, one for preventing an all-out 

arms race between them, and one for managing the 

unprecedented disruptive forces of technology. 

The global AI regulatory landscape is in its beginning 

in 2023. Regional approaches vary, but the EU AI 

Act is emerging as a potential global standard for AI 

governance, encompassing an entire continent. Clearly, 

some form of regulation is required to mitigate the risks 

of AI and ensure that it is used for good, and the only way 

to accomplish this in the future is through collaboration 

between various stakeholders. Managing AI-related risks 

and employing a proactive governance approach will be 

the primary focus. There are numerous approaches to 

international AI regulation, with the most appropriate 

being the establishment of an international regulatory 

AI agency in tandem with the development of a set of 

common principles that nations could implement at the 

national level.
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